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A New Controller Architecture for High Performance,
Robust, and Fault-Tolerant Control

Kemin Zhou and Zhang Ren

Abstract—In this note, we propose a new feedback controller architec-
ture. The distinguished feature of our new controller architecture is that
it shows structurally how the controller design for performance and ro-
bustness may be done separately which has the potential to overcome the
conflict between performance and robustness in the traditional feedback
framework. The controller architecture includes two parts: one part for
performance and the other part for robustness. The controller architecture
works in such a way that the feedback control system will be solely con-
trolled by the performance controller when there is no model uncertainties
and external disturbances and the robustification controller will only be ac-
tive when there are model uncertainties or external disturbances.

Index Terms—Fault-tolerant control, control, internal model con-
trol, robust control.

I. INTRODUCTION

A fundamental reason for using feedback control is to achieve de-
sired performance in the presence of external disturbances and model
uncertainties. It is well known that there is an intrinsic conflict between
performance and robustness in the standard feedback framework, see
[3], [9], [11], [20], [21] for some detailed analyzes and discussions. In
other words, one must make a tradeoff between achievable performance
and robustness against external disturbances and model uncertainties.
For example, a high-performance controller designed for a nominal
model may have very little robustness against the model uncertainties
and external disturbances. For this reason, worst-case robust control de-
sign techniques such asH1 control,L1 control,� synthesis, etc, have
gained popularity in the last twenty years or so, see, for example, [1],
[2], [6], [8], [13], [17], [20], [21] and references therein. Unfortunately,
it is well recognized in the robust control community that a robust con-
troller design is usually achieved at the expense of performance. This
is not hard to understand since most robust control design techniques
are based on the worst possible scenario which may never occur in a
particular control system.

In this note, we shall propose a new controller architecture that has
the potential to overcome the conflict between performance and robust-
ness in the traditional feedback framework. This controller architecture
uses the well-known Youla controller parameterization in a nontradi-
tional way. The distinguished feature of our new controller architec-
ture is that it shows structurally how the controller design for perfor-
mance and robustness may be done separately. First of all, a high per-
formance controller, sayK0, can be designed using any method, and
then a robustification controller, sayQ, can be designed to guarantee
robust stability and robust performance using any standard robust con-
trol techniques. The feedback control system will be solely controlled
by the high performance controllerK0 when there is no model uncer-
tainties and external disturbances while the robustification controller
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Fig. 1. Standard feedback configuration.

Q will only be active when there are model uncertainties or external
disturbances. This controller architecture also offers a way to build the
fault-tolerant control strategy based on the normal working controllers.

This note is organized as follows. Section II introduces the Youla
controller parameterization. We propose the new controller architecture
in Section III. In Section IV, we show how our controller architecture
can be used to design high performance and fault-tolerant controllers.
Section V discusses how to design the robustification controllers in
this new controller framework. Section VI makes the connection be-
tween this new controller architecture and the two degree of freedom
controller structure [17], [18]. In particular, we shall show that this
controller architecture can in some sense be regarded as a special im-
plementation of all two degree of freedom controller parameterization.
Section VII considers an dual version of this new controller architec-
ture and makes some connections with the well known internal model
control (IMC) structure. Some concluding remarks are given in Sec-
tion VIII.

The following notation will be used throughout this note. LetM 2
n�m. Then�(M) denotes the largest singular value ofM . H1 de-

notes the Banach space of bounded analytic functions with the1 norm
defined askFk

1
= sup

!
� (F (j!)) for anyF 2 H1. A state space

realization of a rational proper transfer functionG(s) is denoted by

G(s) = A B

C D
= C(sI � A)�1B +D. LetP be a block ma-

trix P =
P11 P12

P21 P22
. Then the linear fractional transformation of

P overF is defined asF`(P; F ) = P11 + P12F (I � P22F )
�1P21

whereF is assumed to have appropriate dimensions and(I�P22F )
�1

is well defined.

II. PRELIMINARY

Consider a standard feedback configuration shown in Fig. 1 whereP

is a linear time invariant plant andK is a linear time invariant controller.
We shall assume without loss of generality that the feedback system is
well-posed, i.e.,det(I � P (1)K(1)) 6= 0.

The following lemma is a simple variation of the well-known Youla
controller parameterization [17], [20], [21] and will play the key role
to our development in this note.

Lemma 1: Suppose thatK0 stabilizes internally the feedback
system shown in Fig. 1. LetK0 andP have the following right and
left coprime factorizations:

K0 = UV
�1 = ~V �1 ~U; P = NM

�1 = ~M�1 ~N:

Then every controllerK that internally stabilizes the feedback system
shown in Fig. 1 can be written in the following form:

K = (~V �Q ~N)�1( ~U +Q ~M)

for someQ 2 H1 such thatdet(~V (1) � Q(1) ~N(1)) 6= 0, or,
equivalently

K = (U +MQ)(V �NQ)�1

for someQ 2 H1 such thatdet(V (1)�N(1)Q(1)) 6= 0.

Fig. 2. Youla controller parameterization.

It is noted that in the standard Youla controller parameterization,~U ,
~V ,U andV are chosen so that~UN + ~VM = I and ~NU + ~MV = I ,
in particular,K0 is chosen to be an observer based stabilizing con-
troller. Unfortunately, this choice ofK0 is not always desirable in the
subsequent development. The controller parameterizations in the above
lemma do not impose such constraints. In fact, we shall always choose
K0 as our nominal controller that satisfies our nominal design objec-
tives. In particular,K0 can be a simple PID controller.

Note that the feedback system with a controller

K = (~V �Q ~N)�1( ~U +Q ~M)

can be implemented either as shown in Fig. 1 after obtaining a total
transfer functionK or as shown in Fig. 2 with five blocks. For a fixed
Q, it is clear that there is no advantage in using the implementation in
Fig. 2 and, in fact, this implementation is usually not desirable since it
needs much higher order controller implementation. It does have some
advantages whenQ is made to be adaptive, see [14]. We shall not dis-
cuss this issue further.

III. A N EW CONTROLLER ARCHITECTURE

It is well understood that the modelP is in general not perfectly
known. What one actually knows is a nominal modelP0. Now assume
thatK0 is a stabilizing controller for the nominal plantP0 and assume
P0 andK0 have the following coprime factorizations:

K0 = UV
�1 = ~V �1 ~U P0 = NM

�1 = ~M�1 ~N:

Then by Lemma 1, every stabilizing controller forP0 can be written in
the following form:

K = (~V �Q ~N)�1( ~U +Q ~M)

for someQ 2 H1 such thatdet(~V (1) � Q(1) ~N(1)) 6= 0, or,
equivalently

K = (U +MQ)(V �NQ)�1

for someQ 2 H1 such thatdet(V (1)�N(1)Q(1)) 6= 0.
We shall now propose a new way of implementing the controller

K = (~V �Q ~N)�1( ~U +Q ~M)

as shown in Fig. 3. Note that the feedback diagram in Fig. 3 is not
equivalent to the diagram in Fig. 2 since the reference signalr enters
into the system from a different location. Nevertheless, the internal sta-
bility of the system is not changed since the transfer function fromy

tou is not changed. Thus this controller implementation also stabilizes
internally the feedback system with plantP0 for anyQ 2 H1 such
thatdet(~V (1) � Q(1) ~N(1)) 6= 0.
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Fig. 3. Generalized internal model control structure.

Due to the similarity with the well-known IMC, see [13] for details,
we shall call our controller framework asgeneralized internal model
control (GIMC). We shall see later on their connections and the possible
advantages of our new GIMC over the traditional IMC.

The distinguished feature of this controller implementation is that
the inner loop feedback signalf is always zero, i.e.,f = 0, if the plant
model is perfect, i.e., ifP = P0. The inner loop is only active when
there is a model uncertainty or other sources of uncertainties such as
disturbances and sensor noises.ThusQ can be designed to robustify
the feedback systems. Thus our new controller design architecture has
a clear separation between performance and robustness.

Controller Design: A high performance robust system can be de-
signed in two steps: (a) DesignK0 = ~V �1 ~U to satisfy the system per-
formance specifications with a nominal plant modelP0; (b) DesignQ
to satisfy the system robustness requirements. Note that the controller
Q will not affect the system nominal performance.

It should be emphasized thatK0 is not just any stabilizing controller
as in most of controller parameterizations used in the literature, it is
designed to satisfy certain performance specifications. For example,
K0 may be a simple PI controller

K0(s) =
Kp(s+ a)

s

that satisfies our design specifications, in which case we can take~U =
1 and ~V �1 = K0 = (Kp(s+ a))=s.

Suppose thatP0 has the following state-space realization:

P0 = A B

C D

and assume that(A;B) is stabilizable and(C;A) is detectable. LetF
andL be such thatA + BF andA + LC are stable. Then the left
coprime factorizationP0 = ~M�1 ~N can be chosen as

[ ~N ~M ] = A+ LC B + LD L

C D I
:

Denote the state vector of[ ~N ~M ] by x̂ and note that

f = ~Nu� ~My:

Then we have

_̂x =(A+ LC)x̂+ (B + LD)u� Ly

f =(Cx̂+Du)� y

i.e.,f is the estimated output error.
We should also point out that we do not have to implement our GIMC

controllers using five blocks of transfer functions. For example, assume
K0 has the following stabilizable and detectable realization:

K0 = Ak Bk

Ck Dk

Fig. 4. Alternative implementation of GIMC.

Fig. 5. GIMC with stable plant.

then there exists anLk such thatAk+LkCk is stable andK0 = ~V �1 ~U
with

[ ~V ~U ] = Ak + LkCk Lk Bk + LkDk

Ck I Dk

:

Then the GIMC structure can be redrawn as shown in Fig. 4 where

[ I � ~V ~U ] = Ak + LkCk �Lk Bk + LkDk

Ck 0 Dk

[ ~N ~M ] = A+ LC B + LD L

C D I
:

It is noted that our GIMC structure may result in a high order con-
troller. Thus it might be necessary to do a controller order reduction.
We suggest the following controller reduction scheme:

min
Q̂

Q [ ~N ~M ]� Q̂
1

whereQ̂ is restricted to a lower order transfer function. This problem
can be approximately solved using Hankel norm model reduction
method or balance truncation method, see [10], [21], and the references
therein.

When the plant itself is stable, we can take

~N = P0 ~M = I:

Then the feedback system shown in Fig. 3 becomes Fig. 5. It is clear
from this diagram thatf is the error between the output of the nominal
model and the output of the true system.

IV. A PPLICATION TO FAULT TOLERANT CONTROL

Surprisingly, the estimated output errorf defined in Fig. 3 is in
fact theresidual signalused in fault diagnosis literature [4], [5], [7].
(q = Qf is also considered in the fault diagnosis literature as a
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Fig. 6. A fault-tolerant control scheme.

residual signal but the motivation for the choice ofQ is quite different
from here.) In the fault diagnosis literature,f is used to detect the
possible faults in actuators and/or sensors. Unfortunately, only a very
few published papers have dealt with how to use the residual signal
to design fault-tolerant controllers, see [4], [15], and the references
therein. The existing approaches to the design of fault-tolerant
controllers are mostly based on robust control techniques. More
precisely, a single controller is usually designed using robust control
methods by assuming the possible actuators and/or sensors failures as
model uncertainties. For example, a possible actuator fault in the first
channel of anm actuator system withB = [B1; B2; . . . ; Bm] can be
represented by introducing an uncertainty in the corresponding input
matrix

_x =Ax +B1(1 + �)u1 +B2u2 + � � �+Bmum

� 2[�1; 0]

where� = �1 implies a total failure of the actuator and� = 0 im-
plies no actuator failure. Then a robust controller is designed for this
uncertain system and the resulting controller is implemented using the
standard feedback structure shown in Fig. 1. This is clearly the worst
case design and it is not surprising to see that such fault-tolerant feed-
back system may perform very poorly compared with a nonfault-tol-
erant control system when there is no actuator and/or sensor failure.
On the other hand, our GIMC structure potentially gives all possible
fault-tolerant controllers. Our fault-tolerant controllers can be designed
such that they provide adequate performance when there are no faults
in the systems and as much tolerance as possible by any other fault-tol-
erant or robust controllers. Such controllers can be designed in two
steps.

a) DesignK0 = ~V �1 ~U to satisfy the system performance by as-
suming no faults (and model uncertainties).

b) DesignQ to tolerate possible actuators and/or sensors failures
(and model uncertainties). ThisQ can be designed using stan-
dard robust control techniques, fuzzy control methods, adaptive
control techniques, etc.

Note that it is shown in [12] that all nonlinear and time varying sta-
bilizing controllers for a linear time invariant and strictly proper plant
P0, i.e.,P0(1) = 0, can also be parameterized as

K = (~V �Q ~N)�1( ~U +Q ~M)

as long asQ is allowed to be any nonlinear and time varying stable
system. Thus the system stability is guaranteed as long asQ is chosen
to be a stable nonlinear and time varying system. Hence, we can choose
a fixedQ or a nonlinear and time varyingQ. One can also design aQ
for each failure mode, then switch among theQ’s when a certain failure
mode is detected from the residual signalf . This is shown schemati-
cally in Fig. 6.

It is also easy to see thatQ can also be used as a redundant reliable
controller in a reliable control system. We believe a reliable controller

designed using this framework may potentially performance much
better than a one by the conventional design methods based on the
worst-case robust control techniques such as the Riccati equation
method proposed in [16].

It is not hard to see that our generalized internal model control can
also be made to be adaptive or used for gain scheduling control. One
way to design an adaptive robust control law is to devise a mechanism
to adjust the free stable controllerQ online. Switching among several
predefined controllers may also be used. We believe that this adaptive
robust control scheme has the potential to perform better than the con-
ventional adaptive robust control scheme if the nominal performance
controllerK0 = ~V �1 ~U is suitably designed.

V. ROBUSTIFICATION

In this section, we shall consider how to design the controllerQ for
robustness. We shall start with a system where the plant is described
by a family of coprime factorizations.

Suppose that the true plant is described by

P = (N +�n)(M +�m)�1

with the model uncertainties satisfying

�n
�m

2 H1
�n
�m

1

<
1



:

Then it is fairly easy to show that the controller

K = (~V �Q ~N)�1( ~U +Q ~M)

will robustly stabilize the uncertain feedback system if and only if

( ~UN + ~VM)�1 ([ ~U ~V ] +Q [ ~M � ~N ])
1

< 
:

In the case whenK0 is an observer-based controller, i.e.,

K0 = A+BF + LC + LDF L

F 0

whereF andL are state feedback gain and observer gain such that
A + BF andA + LC are stable, for instanceK0 may be a LQG
controller, then we can take

[ ~V ~U ] = A + LC �(B + LD) L

F I 0

[ ~N ~M ] = A + LC B + LD L

C D I

U

V
=

A +BF L

F 0

�(C +DF ) I

M

N
=

A+BF B

F I

C +DF D

:

It is easy to verify that

~UN + ~VM = I
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Fig. 7. GIMC with general uncertain plant.

Fig. 8. General linear fractional transformation form.

and

G =

~U ~V I

~M �

~N 0

=

A+ LC L �(B + LD) 0

F 0 I I

C I �D 0

:

Thus anH1 controllerQ satisfying

k[ ~U ~V ] +Q [ ~M � ~N ]k
1

= kF`(G;Q)k
1
< 


can be found by solving one algebraic Riccati equation, see [21, Th.
17.1] for details.

In general, we can assume without loss of generality that the uncer-
tain system can be described by a linear fractional transformation as
shown in Fig. 7 where� includes all model uncertainties and are gen-
erally in block diagonal form,d includes all disturbances and sensor
noises, andz includes all signals to be controlled such as the weighted
control signal and weighted output signal. Then the problem can be put
in a general linear fractional transformation form as shown in Fig. 8
andQ can be designed using standard robust control techniques, see
[1], [20], and [21] for details.

We should point out that, as long asr ande are not involved directly
in the design ofQ (i.e., it does not shown in Fig. 8), our controller im-
plementation should in principle perform no worse than the standard
robust controller implementation does with regard to the robustness and
the performance of the controlled signalz since the transfer function
from y to u, the standard robust controller, is always the same and is

Fig. 9. Two degree of freedom controller.

Fig. 10. A GIMC implementation of 2DOF controller.

independent of the nominal controllerK0. In the worst case (i.e., when
the uncertainties are in the worst case), our controller implementation
will be equivalent to the existing robust control design. Of course, if
there is no uncertainty, our controller will perform as well as a nom-
inal controller does. In fact, our framework provides a great flexibility
in controller design, for example, one could still use all the robust and
H1 design techniques here. All one has to do is to start with a good
performance controller and then everything can proceed as in the stan-
dard robust control design procedure to find the robust controllerQ.
The only difference is that we are not interested in pluggingQ into the
controller parameterization to find the total controller rather we will
implement the performance controller and the robust controllerQ sep-
arately.

VI. CONNECTIONSWITH TWO DEGREE OFFREEDOMCONTROLLERS

It turns out that our GIMC structure is closely related to the two
degree of freedom control strategy proposed in the literature, see [17],
[18], and the references therein. Consider a two degree of freedom feed-
back system shown in Fig. 9.

It is shown in [17] that all two degree of freedom controllers can be
parameterized as

[K1 K2 ] = (~V �Q ~N)�1 [R ~U +Q ~M ]

whereQ 2 H1 andR 2 H1 are any systems such thatdet(~V (1)�
Q(1) ~N(1)) 6= 0.

Now takeR = ~U ~R for any ~R 2 H1. Then the two degree of
freedom controller can be alternatively implemented as shown in
Fig. 10, which is in fact a general form of our GIMC. Of course,
the conventional two degrees of freedom (2DOF) controllers are not
implemented in this fashion. Nevertheless, we believe this is probably
a more suitable alternative implementation if the computational
demand due to the high order controllers can be managed.

VII. D UAL STRUCTURE

A dual GIMC structure can be obtained by using the right coprime
factorization approach as shown in Fig. 11. This dual structure was
actually first proposed in one of the author’s book [19] (page 78).

However, we believe this GIMC structure is less favorable com-
paring with the GIMC structure using left coprime factorization. One
reason is thatQ is always active even with a perfect model. Since the
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Fig. 11. GIMC using right coprime factorization.

Fig. 12. Standard IMC structure.

output ofM adds additional signal to the actuator, it may saturate the
actuator easily even though the net effect of thisQ controller in the
ideal case is cancelled in the feedback loop. Another reason is that it
is not clear how this structure can be used for fault-tolerant control.
Nevertheless, this approach is closely related to the well-known IMC
structure. Indeed, ifP0 is stable, then we can pickM = I andN = P0.
SinceK0 = 0 is a stabilizing controller, one can also chooseU = 0

andV = I . Then feedback system shown in Fig. 11 is exactly the
well-known IMC system as shown in Fig. 12. The design of suchQ is
discussed in detail in [13].

VIII. C ONCLUSION

In this note, we have proposed a controller architecture that we hope
to have some impact on modern control system design. We also hope
that this controller architecture may offer an alternative way to look at
robust control, fault-tolerant control, adaptive robust control, etc.
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On the Stable Controller Parameterization Under
Sufficient Condition

Youngjin Choi and Wan Kyun Chung

Abstract—Suboptimal controller is said to internally stabilize the
closed loop transfer matrix. However, the stability of controller is not as-
sured in conventional control theory. Unstable controller can damage
the whole system when the sensor fails or actuator saturates. This note
presents a stable -dimensional controller and its parameterization
for the LTI system based on the sufficient condition for existence of stable

controller. The stability of controller and closed-loop transfer
matrix are guaranteed if the positive–semidefinite solutions for the sug-
gested three Riccati equations exist.

Index Terms—Parameterization, stable control, strong stabiliza-
tion.

I. INTRODUCTION

The stability of controller has been neglected in its design procedure.
However, if sensor failure or actuator saturation happens, then stable
controllers can relatively protect the entire control system comparing
to unstable controllers. Also, the unstable controller brings undesired
right half plane zeros in the closed loop and it degrades the tracking
performance and affects the sensitivity to disturbances. The problem
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