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Fig. 1. Standard feedback configuration.
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@ will only be active when there are model uncertainties or external

disturbances. This controller architecture also offers a way to build the

fault-tolerant control strategy based on the normal working controllers.
This note is organized as follows. Section Il introduces the Youkig. 2. Youla controller parameterization.

controller parameterization. We propose the new controller architecture

in Section IlI. In Section IV, we show how our controller architecture |1 is noted that in the standard Youla controller parameterizatign,

can be used to design high performance and fault-tolerant controlles.;r andy are chosen so thatN + VM = I andNU + MV =

Section V discusses how to design the robustification controllers jin particular, Ko is chosen to be an observer based stabilizing con-
this new controller framework. Section VI makes the connection bgy|ier, Unfortunately, this choice dk is not always desirable in the
tween this new controller architecture and the two degree of freedaysequent development. The controller parameterizations in the above
controller structure [17], [18]. In particular, we shall show that thigyma do not impose such constraints. In fact, we shall always choose

controller architecture can in some sense be regarded as a specialfifi-as our nominal controller that satisfies our nominal design objec-
plementation of all two degree of freedom controller parameterizatioR,es |n particular&k, can be a simple PID controller.

Section VII considers an dual version of this new controller architec- Ngte that the feedback system with a controller
ture and makes some connections with the well known internal model

control (IMC) structure. Some concluding remarks are given in Sec- K= (V- Qﬁrl(ﬁ + QM)
tion VIII.

The following notation will be used throughout this note. Bt e
C"*™. Thena (M) denotes the largest singular valueMf. H.. de-
notes the Banach space of bounded analytic functions witkctherm
defined ag| F|| . = sup,, @ (F(jw)) forany F € H,. A state space
realization of a rational proper transfer functi6fis) is denoted by

can be implemented either as shown in Fig. 1 after obtaining a total

transfer functionk” or as shown in Fig. 2 with five blocks. For a fixed

@, it is clear that there is no advantage in using the implementation in

Fig. 2 and, in fact, this implementation is usually not desirable since it

needs much higher order controller implementation. It does have some
G(s) = A B _ C(sI — A)"'B + D. Let P be a block ma- advantages whef) is made to be adaptive, see [14]. We shall not dis-

C D cuss this issue further.
. Pu P12 . . .
trix P = . Then the linear fractional transformation of
Py Po I1l. AN Ew CONTROLLER ARCHITECTURE

P OVerF iS deﬁned afﬂ(P, F) == P11 + Ple(I - szF)71P_21
whereF is assumed to have appropriate dimensions &rdP,» F) ™!
is well defined.

It is well understood that the modét is in general not perfectly
known. What one actually knows is a nominal moétel Now assume
that I, is a stabilizing controller for the nominal plaft and assume
P, and K, have the following coprime factorizations:

Il. PRELIMINARY

Consider a standard feedback configuration shown in Fig. 1 where Ko=UV'=V7U P,=NM‘'=M7'N.
is alinear time invariant plant arfd is a linear time invariant controller.

We shall assume without loss of generality that the feedback systenTigen by Lemma 1, every stabilizing controller By can be written in

well-posed, i.e.det(I — P(oco)K(o0)) # 0. the following form:
The following lemma is a simple variation of the well-known Youla
controller parameterization [17], [20], [21] and will play the key role K=V -QN)"'(U+ QM)

to our development in this note.
Lemma 1: Suppose thatk', stabilizes internally the feedbackfor some() € H.. such thaﬂpt(ﬁ(m) — Q(oo)f*(oo)) £ 0, or,
system shown in Fig. 1. Lek’v and P have the following right and equivalently
left coprime factorizations:
K={U+MQ)(V-NQ
Ko=UVv™'=v~'U, P=NM"'=M""'N. ,
for someQ) € H.. such thatlet(V (co) — N(o0)Q(o0)) # 0.

Then every controllek that internally stabilizes the feedback system Ve shall now propose a new way of implementing the controller

shown in Fig. 1 can be written in the following form: : L .
K=V-QN)"" (U +QM)
K =(V-QN)"'(U+QM) - . N
as shown in Fig. 3. Note that the feedback diagram in Fig. 3 is not
for someQ € H.. such thatdet(V (sc) — Q(s0)N(sc)) # 0, or, _equivalent to the diagram in Fig. 2 ;ince the reference sig_miters
equivalently ) into the system from a different location. Nevertheless, the internal sta-
bility of the system is not changed since the transfer function fyom
K=U+MQ(V-NQ™' tou is not changed. Thus this controller implementation also stabilizes
internally the feedback system with plaRt for any@ € H., such
for someQ € H.. such thatlet(V(oc) — N(c0)Q(0)) # 0. thatdet(V (s0) — Q(o0) N () # 0.
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Fig. 3. Generalized internal model control structure.

Due to the similarity with the well-known IMC, see [13] for details,
we shall call our controller framework @eneralized internal model Fig 4. Alternative implementation of GIMC.
control (GIMC). We shall see later on their connections and the possible
advantages of our new GIMC over the traditional IMC. r e N N u Y
The distinguished feature of this controller implementation is that —>¢—> U '—’T—’ y-l » P >
q

Iy
the inner loop feedback signdlis always zero, i.ef = 0, if the plant -

model is perfect, i.e., iP = . The inner loop is only active when
there is a model uncertainty or other sources of uncertainties such as Q
disturbances and sensor nois@hus () can be designed to robustify
the feedback systems. Thus our new controller design architecture ha f
a clear separation between performance and robustness. -
Controller Design: A high performance robust system can be de-
signed in two steps: (a) Desidtl, = V~'T to satisfy the system per-
formance specifications with a nominal plant modg| (b) Design@
to satisfy the system robustness requirements. Note that the contrdfigr 5. GIMC with stable plant.
@ will not affect the system nominal performance.
It should be emphasized thA, is not just any stabilizing controller then there exists ah;, such thatd + L. C}, is stable and¢, = V1T
as in most of controller parameterizations used in the literature, itwsth
designed to satisfy certain performance specifications. For example,

V&)

O+

K, may be a simple PI controller [V 0U]= |4t LeCh | Ly B+ Lka} )
Ko(s) = Kels @) C |1 Dy
0N = 5 Then the GIMC structure can be redrawn as shown in Fig. 4 where
that satisfies our design specifications, in which case we caritake o , |
landV™' = Ko = (K,(s +a))/s. [[-V U]=|A%+LeCk | —Le Br+ LiDy
Suppose thaP, has the following state-space realization: Ch | 0 Dy,

A B [N I\Y] =

C D
and assume th&td, B) is stabilizable andC, A) is detectable. LeF’

and L be such thatd + BF andfl + LC are stable. Then the left
coprime factorizatiod = M~'N can be chosen as

Po = c | b I

It is noted that our GIMC structure may result in a high order con-
troller. Thus it might be necessary to do a controller order reduction.
We suggest the following controller reduction scheme:

A+ LC ‘ B+ LD L}

min |[|Q[N M] - Q”
[N M]= A+ LC | B+ LD L} Q H o0
¢ ! D I where( is restricted to a lower order transfer function. This problem
Denote the state vector pfV A1 ] by & and note that can be approximately solved using Hankel norm model reduction
- - method or balance truncation method, see [10], [21], and the references
f=Nu—My. therein.

Then we have When the plant itself is stable, we can take

& =(A+LC)i+ (B+ LD)u— Ly N=pF M=L

f=(Cé+ Du)—y Then the feedback system shown in Fig. 3 becomes Fig. 5. It is clear

from this diagram thaf is the error between the output of the nominal

l.e., f is the estimated output error. Eodel and the output of the true system.

We should also point out that we do not have to implement our GIM
controllers using five blocks of transfer functions. For example, assume V. APPLICATION T0 FAULT TOLERANT CONTROL
K, has the following stabilizable and detectable realization: )

Surprisingly, the estimated output errgrdefined in Fig. 3 is in
fact theresidual signalused in fault diagnosis literature [4], [5], [7]-

(¢ = Qf is also considered in the fault diagnosis literature as a

Ay By
Ch Dy

Ko =
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r e u Y designed using this framework may potentially performance much

‘ better than a one by the conventional design methods based on the
q worst-case robust control techniques such as the Riccati equation
- B method proposed in [16].
@] N It is not hard to see that our generalized internal model control can

‘/ y | also be made to be adaptive or used for gain scheduling control. One

j=]
)
<Ix
)

Fault f N way to design an adaptive robust control law is to devise a mechanism
Detection | —| M * to adjust the free stable controllgr online. Switching among several
predefined controllers may also be used. We believe that this adaptive
robust control scheme has the potential to perform better than the con-
ventional adaptive robust control scheme if the nominal performance
controller K, = VT is suitably designed.

Fig. 6. A fault-tolerant control scheme.

residual signal but the motivation for the choiceipfs quite different V. ROBUSTIFICATION

from here.) In the fault diagnosis literaturg,is used to detect the In this section, we shall consider how to design the contrg)iéor
possible faults in actuators and/or sensors. Unfortunately, only a veopustness. We shall start with a system where the plant is described
few published papers have dealt with how to use the residual sighala family of coprime factorizations.

to design fault-tolerant controllers, see [4], [15], and the referencesSuppose that the true plant is described by

therein. The existing approaches to the design of fault-tolerant

controllers are mostly based on robust control techniques. More P = (A"+An)(M—|—Am)’1

precisely, a single controller is usually designed using robust control

methods by assuming the possible actuat_ors and/or sensors fa"”“%ﬁiﬁ?the model uncertainties satisfying

model uncertainties. For example, a possible actuator fault in the first

channel of ann actuator system witl3 = [B;, Bz, ..., B,,] can be A, A, 1
represented by introducing an uncertainty in the corresponding input {A } € Heo H {A }H <z
matrix " TAllee
i =Ax+ Bi(1+6)uy + Bous + -+ Bt Then it is fairly easy to show that the controller
5 €[-1,0] B . C .
K=(V-QN) (U+QM)
whereé = —1 implies a total failure of the actuator aid= 0 im-

plies no actuator failure. Then a robust controller is designed for this, robustly stabilize the uncertain feedback system if and only if
uncertain system and the resulting controller is implemented using the

standard feedback structure shown in Fig. 1. This is clearly the worst
case design and it is not surprising to see that such fault-tolerant feed-
back system may perform very poorly compared with a nonfault-tol-
erant control system when there is no actuator and/or sensor faildrethe case wheil, is an observer-based controller, i.e.,
On the other hand, our GIMC structure potentially gives all possible
fault-tolerant controllers. Our fault-tolerant controllers can be designed
such that they provide adequate performance when there are no faults
in the systems and as much tolerance as possible by any other fault-tol-

erant or robust controllers. Such controllers can be designed in twi . .
steps 9 WﬂereF and L are state feedback gain and observer gain such that

o N . A+ BF and A + LC are stable, for instanc&, may be a LQG
a) Designk, = V7 U to satisfy the system performance by as

] o controller, then we can take
suming no faults (and model uncertainties).

(@ +7a)~ (U V1@ -N)| <~

A {0 =

A+ BF +LC+ LDF ‘ L}
F | o

b) Design@ to tolerate possible actuators and/or sensors failures -
(and model uncertainties). Thi3 can be designed using stan- v r]=|4tLC —(B+LD) L}
dard robust control techniques, fuzzy control methods, adaptive | F I 0
control techniques, etc. -
Note that it is shown in [12] that all nonlinear and time varying sta- [N M]=|A+LC | B+LD L}
bilizing controllers for a linear time invariant and strictly proper plant L C D I
Py, i.e.,Py(oc) = 0, can also be parameterized as . 4 4 BF | I
K=V -QN)""(U + QM) {v} = F 0
as long agy is allowed to be any nonlinear and time varying stable L—(C + DF) I
system. Thus the system stability is guaranteed as lodgiashosen I
: . ; y A+ BF B
to be a stable nonlinear and time varying system. Hence, we can choose M| _
a fixed@ or a nonlinear and time varyin@. One can also design@ { N } - F I
for each failure mode, then switch among €s when a certain failure LC + DF D
mode is detected from the residual sigiialThis is shown schemati-
cally in Fig. 6. It is easy to verify that

It is also easy to see thé&t can also be used as a redundant reliable . .
controller in a reliable control system. We believe a reliable controller UN+VM=1I
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do ng [Kl, Kz] > P >
d P |2
r € ~ ~ U

U _’T—’V'l > -1

— q I
N Y

Q N Fig. 9. Two degree of freedom controller.

jw]l

_ Lo R [ 4?—%7
q
- A

Fig. 7. GIMC with general uncertain plant.

A —
do 0
Fig. 10. A GIMC implementation of 2DOF controller.
T — — €
d » G - independent of the nominal controll&f, . In the worst case (i.e., when
the uncertainties are in the worst case), our controller implementation
will be equivalent to the existing robust control design. Of course, if
q f there is no uncertainty, our controller will perform as well as a nom-
Q inal controller does. In fact, our framework provides a great flexibility
in controller design, for example, one could still use all the robust and

H.. design techniques here. All one has to do is to start with a good
Fig. 8. General linear fractional transformation form. performance controller and then everything can proceed as in the stan-
dard robust control design procedure to find the robust contr@ller
The only difference is that we are not interested in pluggiigto the

and . L controller parameterization to find the total controller rather we will
v v I implement the performance controller and the robust contrgllsep-
G=|. ... ... L arately.
M -N -0

VI. CONNECTIONSWITH TWO DEGREE OFFREEDOM CONTROLLERS

| It turns out that our GIMC structure is closely related to the two

_ F ‘ 0 I L degree of freedom control strategy proposed in the literature, see [17],
’ [18], and the references therein. Consider a two degree of freedom feed-

‘ back system shown in Fig. 9.

I -D 0 Itis shown in [17] that all two degree of freedom controllers can be

‘ parameterized as

[Ki K:;]=(V-QN)"'[R U+QM]

Thus anH ., controller@ satisfying

IO VI+QIM —Nll,=IF(GQll. <~ .
h H He h thitt (V (oc) —
can be found by solving one algebraic Riccati equation, see [21, (:Cr)‘)a%(ic)) 7éar(l)d]? € are any systems such that(V (oc)

l7|'l] . detlalls. ithout | ¢ lity that th Now takeR = UR for any R € H... Then the two degree of
n general, we can assume without loss ot generality that the Uncgre, 4 1, controller can be alternatively implemented as shown in

tain system can be described by a linear fractional transformationi_a[a 10, which is in fact a general form of our GIMC. Of course
shown in Fig. 7 wheré includes all model uncertainties and are 9€Mhe conventional two degrees of freedom (2DOF) controllers are not

era_llly n blgc_k ?la:jgonalll fqrmdl w;chgdes altl d|||st(;1rbar;]ces tind S?nﬁ?@plemented in this fashion. Nevertheless, we believe this is probably
noises, ana inciudes atl signa's to be controfied stch as Ine weig more suitable alternative implementation if the computational

control signal and weighted output signal. Then the problem can be @Slétmand due to the high order controllers can be managed
in a general linear fractional transformation form as shown in Fig. '

and(@ can be designed using standard robust control techniques, see
[1], [20], and [21] for details.

We should point out that, as longasnde are notinvolved directly A dual GIMC structure can be obtained by using the right coprime
in the design ofy (i.e., it does not shown in Fig. 8), our controller im-factorization approach as shown in Fig. 11. This dual structure was
plementation should in principle perform no worse than the standaadtually first proposed in one of the author’s book [19] (page 78).
robust controllerimplementation does with regard to the robustness anéHowever, we believe this GIMC structure is less favorable com-
the performance of the controlled signatince the transfer function paring with the GIMC structure using left coprime factorization. One
from y to u, the standard robust controller, is always the same andriason is thaf) is always active even with a perfect model. Since the

VII. DUAL STRUCTURE
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VIl. CONCLUSION
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