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Abstract
With each technology generation, delivering a time-varying current with reduced nominal supply voltage variation is becoming more difficult due to increasing current and power requirements. The power delivery network design becomes much more complex and requires accurate analysis and optimizations at all levels of abstraction in order to meet the specifications. In this paper, we describe techniques for estimation of the supply voltage variations that can be used in the design of the power delivery network. We also describe the decoupling capacitor hierarchy that provides a low impedance to the increasing high-frequency current demand and limits the supply voltage variations. Techniques for high-power estimation that can be used for performance vs. power trade-offs to reduce the current and power requirements of the circuit are also presented.

1. Introduction
Computations in integrated circuits are driven by the energy from a DC power supply. In order to perform computations, this energy is transferred, stored and then dissipated as heat in the integrated circuits. Fig. 1 shows this process, from energy delivery to the heat transfer out of an integrated circuit. The rate of computations and the number of computing elements in an integrated circuit determine the rate of energy delivery or the power delivery requirements of the circuits. Since the rate of computations is time-varying, the power and current requirements of the integrated circuit will also vary with time. Delivering a time-varying current at a constant supply voltage with nominal variations is the goal of the power distribution network design.

Technology scaling over the past few decades has enabled integrated circuits to speed up the computation rate (with increasing clock frequencies) and increase the number of computing elements (through parallelism) at the cost of higher power dissipation \textsuperscript{[1][2][3][4][5]}. The trend of increasing power and clock frequency while reducing power supply voltage causes the power supply network to experience larger di/dt noise. In modern deep-submicron technologies, the supply voltage variation greatly affects the delay of digital circuits and can push transistors out of saturation in analog circuits. Since device threshold voltage does not scale well with the reduced supply voltage in scaled technologies, the gate current drive becomes more sensitive to the supply voltage variations. As a result, circuit designs require that the supply variation remain at least a fixed percentage of the supply voltage. With each technology generation, the larger di/dt noise makes it difficult to ensure that the supply variation does not exceed this fixed percentage.

![Fig. 1 Energy Cone](image-url)

Process scaling allows faster switching devices that result in faster current transients which contain higher frequency components. The frequency spectrum of an integrated circuit's current demand usually contains large components at the clock frequency due to the synchronous switching events and at twice the clock frequency due to the clock distribution. For many integrated circuits, a significant fraction of the power is dissipated by the synchronous elements and the clock distribution network \textsuperscript{[5]}. The impedance of the power distribution network at higher frequencies will have to be reduced in order to supply the higher frequency currents without causing significant supply voltage variations. One way to achieve this is to use more decoupling capacitors and place them closer to the switching transistors.

There are several techniques at different levels of abstraction that reduce the supply voltage variations and lead to the design of a robust power distribution network. High-level power estimation techniques that aid in the power vs. performance trade-off early in the design cycle and a good analysis of the power delivery network ensures a non-over-constraining design. Post-layout verification of the supply voltage variations and the use of decoupling capacitors to reduce these variations are required in the later design stage. In this paper, we describe several techniques and problems for the design of the power distribution network in high-performance integrated circuits.

This paper starts by describing power grid analysis...
techniques in Section 2. This is followed by a discussion of the decoupling capacitor hierarchy in Section 3. In Section 4, we describe high-level power estimation techniques. In Section 5, we present power vs. performance trade-offs. Finally, we offer some concluding remarks.

2. Power Grid Analysis

The power distribution network is required to reliably deliver power over the lifetime of the integrated circuit with nominal voltage variations. The two main concerns in the design of the power grid are the transient voltage variations at nodes in the power grid and the long term reliability of the interconnects in the power grid. The transient voltage variations are caused by the flow of time-varying current through the power distribution network. These voltage variations degrade noise margins (possibly causing functional failure), increase the delay of logic gates, increase clock skew, and reduce gate oxide reliability. The interconnects of the power grid become susceptible to electromigration (EM) induced failure when they carry high currents over a sustained period of time. Several CAD tools exist to identify the voltage drop and EM problem locations. The power grid can then be redesigned to enhance its reliability. In this section, we describe the problems of supply voltage variations, EM, and design techniques for a reliable power grid.

2.1 Voltage variations in the power grid

Power grid voltage variations occur due to the flow of time-varying current through power grid interconnects that contain parasitic resistance, capacitance, and inductance. The dominant component of the current is drawn by logic gates in CMOS circuits while making logic transitions. Since the logic gates in a circuit share the same power distribution network, the switching of a set of gates can cause power supply voltage variations at another gate's power supply contacts. A drop in the power supply voltage at the logic gate power supply contact points can decrease the drive strength of the logic gate resulting in increased delay. The dependence of the delay of a gate on other switching gates is hard to model and increases the complexity of timing verification. In typical design flows, this undesirable electrical interaction is treated as power grid noise and a limit is put on the allowable voltage variations at nodes in the power grid. The power grid is then designed to meet this voltage variation budget, and the timing analysis is performed assuming a lower bound on the supply voltage.

High-performance integrated circuits require a robust power delivery network with nominal supply voltage fluctuations. The voltage variations are dependent on the power grid impedance at different frequencies. The design of a robust power distribution network requires the realization of a network with low impedance at all frequencies that can be excited by the current waveforms. Fig. 2 shows the locations for the source of charge at different frequencies and the associated current loops. Accurate models are required to capture the worst-case transient voltage variations for all frequencies.

![Fig. 2 Locations for source of charge at different frequencies](image)

Estimation of the worst-case voltage variation is a difficult problem because of the size and complexity of the power supply network and the input pattern dependence of the current drawn by the circuit. The number of nodes in the power distribution network can be extremely large because the power distribution network connects to every transistor in an integrated circuit. However, a power grid is typically designed as a hierarchical structure in which the top-level power grid connects to the macroblocks and the power distribution network inside the macroblock connects to the logic gates. The hierarchical analysis reduces the problem size and complexity.

The input pattern dependence of the current drawn by logic gates makes the problem of estimating the maximum current or maximum voltage drop difficult to solve. In order to reduce the complexity, the current drawn by the logic gates in a macroblock can be abstracted as a current waveform and the power distribution network can be analyzed with that waveform. This current waveform can be obtained using static approaches or dynamic approaches such as input vector simulation or by pattern independent techniques [6][7][8][9].

Existing techniques can be classified based on the models used for the power grid. The simplest electrical model for the power distribution network is the resistive power bus model. Although it simplifies the power bus analysis, the results are accurate only if the resistive effect dominates the capacitive and inductive effects. The power grid analysis techniques using the resistive model [10][11][12][13] compute the IR drop at nodes in the power distribution network by estimating macroblock currents in one of the following ways: a DC current obtained heuristically, a DC current obtained by logic simulations using input vectors, or a transient current waveform obtained by simulations using input vectors. A resistive model for the top-cell power distribution network does not take into account the presence of significant on-chip decoupling capacitance that helps to reduce the voltage drops. In
contrast, ignoring the inductance can result in an underestimation of the supply voltage variations. The power grid analysis techniques using the RLC model [14][15] heuristically construct a triangular or trapezoidal macroblock current waveform using peak and average currents or the current waveform obtained by simulations for a few vectors. This macroblock current waveform is then used to estimate the voltage drop at nodes in the power distribution network through simulations or heuristic algorithm that performs a table lookup of a pre-characterized waveform library. Using a lower bound current waveform to excite the RLC power distribution network does not yield the maximum voltage variation in the power grid. In [16], pattern independent maximum envelope currents are used in a frequency domain technique for estimating the worst-case time-domain voltage variation using RLC models for the power distribution network. The results can be pessimistic if the envelope currents are not modeled accurately. In general, pattern dependent techniques generate a lower bound on the maximum voltage drop and the pattern independent techniques generate an upper bound on the voltage drop. The accuracy of each technique is dependent on the models and the current excitation used in the analysis.

2.2 Electromigration in power wires

Electromigration (EM) is the flow of metal ions under the influence of high electric current densities resulting in the depletion and accumulation of metal ions along the interconnect. Although metal migration causes voids and hillocks along the interconnect, electrical connectivity may still be maintained through the barrier metal layer which is resistive and more immune to electromigration. In power grid wires, the increased resistance due to EM can result in larger IR drops and degradation in gate delay.

Degradation and failure of a device are very complex and are commonly modeled as statistical phenomenon using empirical models based on experiments and/or simulations. The primary stress factors that accelerate EM induced degradation and failure of interconnects are the temperature and the current density through the interconnect. EM is also dependent on the length and width of wires.

The reduced dimensions of interconnects, contacts and via's with scaling can result in higher current densities through the interconnects and contacts. Current crowding in via's can cause local hot-spots and accelerate EM [17]. In order to meet the power requirements of future process generations, the power grid must be designed to withstand higher current densities. In addition, a higher operating temperature due to joule heating or thermal coupling accelerates EM induced degradation.

In order to identify interconnects that are susceptible to EM, estimates of the average current density ($I_{avg}$) for all the interconnects is required [18]. Existing CAD tools screen wires based on the average current density to identify wires that are susceptible to EM induced failure. These wires can be resized to reduce the current density through them.

The failure mechanism for short wires is different from that of long wires. It is possible to design power grids with short wires that are immune from EM problems [19]. Tools and analysis techniques must comprehend the fundamental mechanism of failure and account for all parameters that affect the EM reliability of the interconnects. Tools should also take into account statistical EM budgeting rules to design EM reliable systems [20].

2.3 Design techniques for a reliable power grid

The reliability of the power grid can be enhanced by using more metal for the power grid. However, in high-performance integrated circuits, signal wires and power wires compete for routing resources. This implies that we need accurate estimation techniques to identify problem locations. Tools and techniques to predict these problems early in the design cycle are also required. Wire width adjustment and placement of decoupling capacitors are commonly used techniques to fix problems within the power grid.

3. Decoupling Capacitors (Decaps)

The general trend of increasing integrated circuit power and frequency while reducing power supply voltage is causing on-chip $di/dt$ to increase with each technology generation [21]. In traditional on-chip power supply designs, where the package can supply current quickly to the chip, the voltage variations due to resistive IR drops primarily occur on-chip and the inductive noise primarily occurs in the package [14] [22]. As on-chip $di/dt$ continues to increase, a more detailed analysis of the decoupling capacitor hierarchy extending well into the chip will be needed.

Fig. 3 shows a general decoupling capacitor hierarchy which can be used to give a specified target impedance across a broad range of frequencies. The components of the decoupling capacitor hierarchy can include the board, package, and on-chip decoupling capacitors. Several on-chip parasitic decoupling capacitors exist between metal wires and between nwell and substrate. A part of the output capacitance of non-switching logic gates appears between the supply rails and acts as implicit decoupling capacitance.

The decoupling capacitor hierarchy consists of several sections. Each section is composed of a parasitic inductor and the corresponding downstream (i.e. closer to the logic gate) capacitor. For instance, the section corresponding to the package would have the package inductor and the on-chip decoupling capacitor as part of the section. Each section of the off-chip power supply network acts as an under-damped, second order low pass filter. In contrast, the
on-chip sections have a dominant resistance and act as an over-damped, second order low pass filter.

![Fig. 3 Equivalent circuit for low freq.](image)

The decoupling capacitor downstream must be large enough to supply high frequency current above the cutoff frequency of a section. If the downstream capacitor is not large enough, then the high frequency current that is not supplied by the capacitor will flow through the inductor of the section resulting in appreciable di/dt variations. The downstream portion of the network must also be sufficiently resistive at the resonant frequency of the section to damp any oscillations. In summary, decoupling capacitors of each section act as local charge reservoirs to reduce the peak current drawn through the inductor of each section, thereby reducing IR drop and di/dt noise.

Fig. 4 shows the equivalent circuit for the on-chip sections. When on-chip circuits switch, the initial current must be supplied through local on-chip decoupling capacitor. This can be viewed as a charge sharing event between the local decoupling capacitor and the logic gate load being charged. When logic gates switch, all the high frequency currents are supplied by the on-chip decoupling capacitors and the lower frequencies are supplied from the package. The inductive component of the on-chip interconnect impedance becomes larger with increasing on-chip di/dt and cannot be ignored in high frequency simulations [23].

![Fig. 4 Equivalent circuit at high-freq.](image)

Recall that each off-chip section is an under-damped second order low pass filter. This implies that a resonance could be excited depending on the currents flowing through the section [24]. The section composed of the package inductor and the on-chip decoupling capacitance, whose resonant frequency is closest to the clock frequency, is usually the most significant resonance. If the resonant frequency of this section is much higher than the clock frequency, then it is unlikely that oscillations would occur. However, if the resonant frequency is less than the clock frequency, then the resonance may be excited. Therefore, adding more on-chip decoupling capacitance is not always beneficial since it lowers the resonant frequency and may cause resonant oscillations in the power distribution network. On the other hand, increasing the on-chip decoupling capacitance also reduces the quality factor which in turn reduces the power supply impedance and therefore may be beneficial. When the power grid resonates dangerous voltage variations may occur that can cause gate-oxide failure. For designs with resonant frequency less than the clock frequency additional design constraints should be in place to guarantee that power supply network does not ring (e.g. any repeating sequence of instructions that cause current excitations at the resonant frequency should be avoided).

3.1 Decap implementation and verification

An effective way to implement on-chip decoupling capacitors is to use the gate capacitance of transistors. Each decoupling capacitor has a parasitic series resistance which impedes the flow of charge. A reasonable RC time constant for the decoupling capacitors can be achieved using a channel length that is roughly 10 times larger than the minimum channel length [25]. In scaled technologies, the dielectric leakage of this gate oxide devices will be more significant and may become a limiting factor for its usage. Thicker gate oxide devices can be used to reduce the dielectric leakage at the cost of reduced capacitance per unit area and increased parasitic resistance per unit area. In order to dampen any resonance with the package inductance one can use a combination of high resistance and low resistance on-chip decoupling capacitors.

When logic gates switch, the required charge is delivered by the local decoupling capacitors close to the logic gate. As the local decoupling capacitor is moved farther away, the impedance of the current loops increase. This results in a smaller effective supply voltage to the logic gate which may increase its delay. In order to ensure that the delay of switching logic gates is not affected, sufficient local decoupling capacitors must be placed within a certain distance from all switching gates. This is the on-chip decoupling capacitor verification problem.

A first-order solution to this problem can be attained by partitioning the chip into regions. For each region, determine the amount of decoupling capacitance in the region and the amount of decoupling capacitance required within a certain distance from the region. This problem can then be formulated as a linear programming problem and
solved using traditional methods. Fig. 5 shows an example linear programming (LP) formulation for the decoupling capacitor verification problem. The number in the subscript of the variables denotes decoupling capacitors and the alphabet denotes drivers. For example, variable $X_{1a}$ represents the percentage of the decoupling capacitance $Decap(1)$ attributed to the driver $Driver(a)$.

**Fig. 5 LP formulation for decoupling capacitor verification**

### 4. Power Estimation

Accurate estimates of power dissipation are necessary at various stages of the design cycle in order to make the correct architectural and implementation trade-offs. Circuit level power estimates can be obtained using SPICE-like simulators [26] on pre-layout or post-layout databases. Unfortunately, this type of analysis is done later in the design cycle when it may be too late to make architectural decisions. Therefore, methods for power estimation at higher levels of abstraction, namely, algorithmic, system, architectural, behavioral, and register transfer (RT) levels are required.

The dynamic power dissipated by CMOS logic gates can be expressed as, $P = αCV^2f$, where $α$ denotes the activity factor with respect to clock like signals, $C$ denotes the switched capacitance, $V$ denotes the supply voltage, and $f$ denotes the clock frequency. Power estimation at the logic gate level requires the estimation of the activity factor for each logic gate. These values, along with the load capacitance for the logic gates, can be used to estimate the power dissipated by the circuit. Several gate-level power estimation techniques are described in [27]. Although gate-level power estimation is often very accurate, it may be too late or too expensive to go back and fix high power problems. In order to avoid the costly redesign steps, power estimation at higher levels of abstraction is needed.

At a higher level of abstraction, the power models consist of an estimate of the switched capacitance for different cases and estimates of the activity factors for each case [28][29][30][31][32][33][34]. For instance, instruction-level power estimation requires an estimate of the capacitance switched or energy consumed for each type of instruction. These values can be weighted with the probability of each instruction to estimate the total power dissipation [34]. Activity factor estimation may be done using architectural information or RTL level toggle tracking tools while the capacitance values continue to evolve with each design integration. Taking into account only dynamic switching power neglects the contributions due to short circuit current, static leakage, and internal node glitching for which a correction factor may be added. Estimates of internal power can be provided by characterization and/or statistical estimation.

Increasingly, there is a need for fast high level power estimation, since power dissipation is now an important architectural consideration [1][31][35][36][37]. Power estimation based on architectural models uses more realistic estimates of block activity based on actual instruction traces [31][32][33]. However, it has no knowledge of the data behavior, which leads to errors in the measurement of data dependent power dissipation, where an average case has to be assumed all the time.

In summary, power estimation at the lower levels of abstraction involves circuit level and logic gate level simulations. Circuit level simulations estimate power dissipation given a set of input vectors. On the other hand, logic level simulations count the toggles, estimate the activity factors for the logic gate, and appropriately weigh the logic gate load capacitance to estimate the total power dissipation. At a higher level of abstraction, the block power (effective switched capacitance) can be estimated for different types of input patterns/accesses and the probability of each type of access can be used to estimate the total power dissipation. As the power estimates become more abstract, the accuracy decreases. However, high level power estimation facilitates high level design space exploration and can lead to significant power savings.

In addition to average power estimation, the power model may also be used to determine several other metrics relevant to power distribution. Tools and techniques are required to track cycle to cycle power variations, die temperature variations and to determine the amount of decoupling capacitance needed to stabilize the power supply.

### 5. Power vs. Performance Trade-offs

As emphasized throughout this paper, power dissipation is an important consideration in the design of an integrated circuit. The availability of architectural and implementation level power estimation tools can allow designers to make trade-offs between power and performance. However, in addition to power modeling and estimation tools, one needs objective criteria to determine the best power/performance point at which the design should be positioned. In this context, a "design" is a compound of architectural, microarchitectural, technological and physical features. As an
example, in the power/performance plot shown in Fig. 6, suppose we are evaluating two design alternatives A and B with relative power/performance metrics. Which is the better design choice, A or B?

![Fig. 6 Optimization with linear performance/power trade-off curve](image)

Traditionally, power/performance (or power-delay) has been used to evaluate designs. Thus, all designs on the equal power/performance line in Fig. 6, correspond to a design as good as A, while designs on a steeper line such as B correspond to a better design. For evaluating an architecture, energy-delay (i.e. power/[performance²]) may be a more suitable metric [38], possibly with a technology scaling factor also taken into account. Other metrics such as power/[performance²] have also been proposed as a better metric, which is independent of the supply voltage [37]. These metrics are for evaluating an architecture, but not for a "design" as defined above.

The optimization criteria for a compound "design" would in fact depend on the target application of the integrated circuit. For a given target application, a power related cost function, C_{power}, may be defined. For example, for a high performance server, the power related cost function is usually the capacity of the power input cone in Fig. 1. The server is limited by the amount of current (or power) that may be pumped into it. Thus, we define the cost function to be C_{power} = power. A similar cost function can be obtained for servers limited by the power output cone in Fig. 1, where only a given number of Joules of heat can be drawn out of the chip by the cooling system every second.

The power cost function should be optimized against a targeted value heuristic, V, which is important to the application. The value heuristic for a server, is pure performance and may be defined to be V = performance. Therefore, a server design should attempt to minimize C_{power}/V = power/performance, which may be achieved by the appropriate selection of voltage, frequency, technology and architecture. Design B in Fig. 6 is thus determined to be the better design choice for a server.

On the other hand, when the source of the energy cost shown in Fig. 1 is the limiting factor (e.g. the energy utility bill incurred by the server is the primary cost), we would define C_{power} = energy and V = performance. Therefore, the optimization function would be C_{power}/V = energy/performance = power/[performance²]. This criteria is the same as in [38]. Energy-delay may also be used in energy limited mobile applications such as wireless modems where the battery life (i.e. energy) is the primary component of the cost function. Fig. 7 illustrates equal power/performance points for such an application. In this case, the design A is judged to be better than the design B.

![Fig. 7 Optimization with a quadratic performance/power trade-off curve](image)

In other mobile devices, such as cell phones, the battery life or energy has to be traded off against the number of operations performed (i.e. minutes of talk time). In this case C_{power} = energy, V = operations, and C_{power}/V = energy/operation. Fig. 8 shows the trade off for laptop PCs where the cost function can be defined to be power, but the value heuristic is not a linear relationship with performance. It is assumed that the value heuristic is in fact proportional to the log of performance, since a doubling of performance in these devices typically leads only to an incremental increase in value. Therefore, C_{power} = power, V = log(performance), and C_{power}/V = power/log(performance).

![Fig. 8 Optimization with a logarithmic performance/power trade-off curve](image)
Using this criteria, it is seen from Fig. 8, that once some minimum performance goal is met, it is better to optimize for power without much regard for performance. Design B in this case is the better design compared to A.

Interestingly, high performance design in the past has assumed \( C_{\text{power}} = \text{constant}, V = \text{performance}, C_{\text{power}}/V = \text{constant}/\text{performance} \), which led to 1/\text{performance} being minimized (i.e. performance being maximized with no regard for power). In the above figures, this approach would determine A to be the better design choice.

While simple functions were used in the examples above to model \( C_{\text{power}} \) and \( V \), it is acknowledged that they may be more complex for real applications. For example, \( C_{\text{power}} \) would typically have a ceiling value that cannot be crossed, while \( V \) would have a similar floor value. However, once these functions have been defined, a similar optimization could be done to determine the power/performance point most suited to the target application.

6. Conclusion

As the process technology continues to scale to smaller geometries, designing the power supply network becomes more challenging. In order to reliably deliver the power demanded by high-performance integrated circuits with nominal voltage variations, the power network must be properly analyzed with the appropriate amount of parasitic resistance, capacitance, and inductance included in the model. In addition, electromigration must be taken into account when sizing the power wires. With the faster switching devices and shorter clock cycles, the decoupling capacitor hierarchy extends closer to the switching logic gates. Avoiding resonant peaks near the clock frequency needs to be a constraint when designing the on-chip decoupling capacitors. We proposed formulating the decoupling capacitor verification problem as a linear programming problem to ensure that a sufficient amount of decoupling capacitors exists for all the on-chip switching devices. Part of the power network design process is to use architectural information or logic simulations to estimate the power requirement at the block or unit level during all stages of the design cycle. Finally, it is important to optimize the performance vs. power trade-offs using the appropriate cost/value metric. With each technology generation, the power supply network designer will face new challenges from all levels of the design hierarchy (i.e. devices to target applications).
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