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Abstract

As technology scales, subthreshold leakage currents grow
exponentially and become an increasingly large component of total
power dissipation. CAD tools to help model and manage subthreshold
leakage currents will be needed for developing ultra low power and
high performance integrated circuits. This paper gives an overview of
current research to control leakage currents, with an emphasis on
areas where CAD improvements will be needed. The first part of the
paper explores techniques to model subthreshold leakage currents at
the device, circuit, and system levels. Next, circuit techniques such as
source biasing, dual V, partitioning, MTCMOS, and VTCMOS are
described. These techniques reduce leakage currents during standby
states and minimize power consumption. This paper also explores ways
to reduce total active power by limiting leakage currents and optimally
trading off between dynamic and leakage power components.

1. Background

Energy per operation, a key figure of merit in digital circuits,
continually improves with process and supply voltage scaling. As a
result, power supply voltage has scaled aggressively with each process
generation. In order to sustain the traditional 30% improvement in gate
delay for digital circuits each generation, MOSFET device threshold
voltages (¥;) must scale aggressively as well. However, a reduction in
¥V, will cause an exponential increase in the device subthreshold leakage
current (/). The drain current of a MOSFET in the subthreshold region
can be expressed as (assuming Vy is large compared to the thermal
voltage),

{Vgs_Vt )
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where /, is the drain current with V= ¥, and S is the subthreshold
slope [1]. The subthreshold leakage current of a single MOS device
(with gate and source grounded) is obtained by setting V=0 in the
above equation. Figure 1 shows that reducing ¥, by about 85 mV
increases the I,y by an order of magnitude. This relationship between I
and ¥, is captured by the subthreshold swing, S, which in this example
is 85mV/decade. In the past, subthreshold leakage currents have been
relatively small components of the total power consumed in digital
circuits. However, as technology continues to scale, this exponentially
increasing component can no longer be ignored.
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Figure 1. Relationship between threshold voltage (¥;) and
subthreshold leakage current (/).

For example, projections show that in the 90nm process generation
node, subthreshold leakage power can contribute as much as 42% of the
total power as illustrated in Figure 2. For future technologies, it
becomes essential to (i) predict the subthreshold leakage power using
accurate models and (#i) enable design methodologies for known circuit
techniques that reduce subthreshold leakage power. This tutorial paper
presents an overview of current work in leakage estimation and control
techniques.
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Figure 2. Trend in subthreshold leakage power and switching
power with technology scaling.
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2. Leakage Estimation

Subthreshold leakage currents are exponentially dependent on the
threshold voltage, so any accurate model for leakage currents must take
into account ¥, variation effects. In particular, short channel effects can
modulate the threshold voltage when the channel length of a MOSFET
approaches the source-body and drain-body depletion widths. The
charge in the channel due to these parasitic diodes become comparable
to the depletion charge due to the MOSFET gate-body voltage [2],
rendering the gate and body terminals less effective. As the band
diagram illustrates in Figure 3, the finite depletion width of the parasitic
diodes does not influence the energy barrier height that a long channel
device must overcome to invert the channel.

However, as the channel length becomes shorter, both channel
length and drain voltage reduce this barrier height. This two-
dimensional short channel effect allows variations in channel length to
change the barrier height. This condition manifests itself as threshold
variation as shown in Figure 4.

Long Channel

Shorg Channel

Depletion

Figure 3. Barrier height lowering due to channel length
reduction and drain voltage increase in an nMOS.

For short channel MOS devices, the drain to source voltage and
channel length affects V,, which can be described below [3].
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The above equation resembles that of a long channel device except for
the terms for body effect factor', A, [2] and DIBL, A, [4]. Note that the
A; model in [4] is empirical and cannot be assumed to be universally
true.
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Figure 4. Barrier lowering (BL) resulting in ¥, roll-off with
channel length reduction. Drain induced barrier lowering
(DIBL) reduces ¥, for short channel devices and increases 7,
roll-off. For short channel devices channel length variation (AL)
translates to threshold voltage variation (AV)).

Since these device level effects contribute exponentially to
subthreshold leakage power, it is important to consider within-die
threshold voltage variations to model subthreshold leakage power
accurately. The rest of this section explores different system level

! The body effect factor captures Barrier Lowering (BL) in short channel
MOS devices and the resulting reduction in the body terminal’s influence on the
channel charge.

leakage estimation techniques based on fundamental device and
architectural parameters. Most of this discussion will focus on standby
subthreshold leakage, which corresponds to the total power dissipated
by MOS devices that are “off” when there is no system level activity.
Some additional work is then presented to model active leakage
currents, which correspond to the leakage components of the MOS
devices that are switched off when the system is operational.

2.1 Standby leakage current bound estimation

Due to the wide variation expected in the die-to-die and within-die
V, of MOS devices during the lifetime of a process technology, present
subthreshold leakage current prediction techniques provide lower and
upper bounds on the subthreshold leakage current. In older technology
generations, basing system design on the two subthreshold leakage
current bounds was acceptable since subthreshold leakage power was a
negligible component of the total power.

The lower bound subthreshold leakage (f.,.;) prediction of a chip
is given as follows,

w
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where w, and w, are the total PMOS and NMOS device widths in the
chip; k, and k, are factors that determine percentage of PMOS and
NMOS device widths that are in the “off” state; I°, and I°, are the
nominally expected subthreshold leakage currents per unit width of
PMOS and NMOS devices in a particular chip. The nominal
subthreshold leakage current is obtained for devices with mean
threshold voltage or channel length. The upper bound subthreshold
leakage current ([,.,) prediction of a chip is related to the device
subthreshold leakage as follows,
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where, ]Jaoff,p and F? ©s are the worst-case subthreshold leakage current
per unit width of PMOS and NMOS devices. The worst case
subthreshold leakage current is obtained for devices with threshold
voltage or channel length 3o lower than the mean subthreshold leakage
currents per unit width of PMOS and NMOS devices in a particular
chip.

In the next section a leakage current estimation model that predicts
the leakage based on fundamental device and architectural parameters
by including within-die variation will be described [5]. An analytical
approach for leakage estimation including within-die variations is
discussed in [6]. The benefit of an accurate model that is based on
fundamental device and architectural parameters is its ability to predict
leakage power of a design that has not been fabricated yet.

“

2.2 Standby leakage estimation including within-die variation

To include the impact of within-die threshold voltage or channel
length variation, it is necessary to consider the entire range of
subthreshold leakage currents, not just the mean subthreshold leakage
or the worst case subthreshold leakage. Let us assume that the within-
die threshold voltage or channel length variation follows a normal
distribution with respect to transistor width, with p being the mean and
o being the sigma of the distribution. Let I° be the subthreshold leakage
of the device with the mean threshold voltage or channel length. Then
by performing the weighted sum of devices of different subthreshold
leakage, we can predict the total subthreshold leakage of the chip. This
is achieved by integrating the threshold voltage or channel length
distribution multiplied by the subthreshold leakage, as shown below,
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Pw ] Emer T
e 20 e @ dx

Lo = [ &)
“ k O'\/ﬁ xmin

142



In the above equation, the first exponent predicts the fraction of
the total width for the device subthreshold leakage predicted by the
second exponent. If the distribution considered within-die is threshold
voltage variation then x in the above equation represents threshold
voltage and a will be equal to n¢, where ¢, is the thermal voltage and n
is 1+(Cy/C,,) [1]. If the distribution considered is channel length then x
in the above equation will represent channel length, /, and a will be
equal to 4. A can be predicted for a technology by measuring the
relationship between channel length and device subthreshold leakage.
In the rest of this section, we will assume that the distribution of interest
is the channel length, since this parameter is used to characterize a
technology. With this assumption the integral can be simplified [5] and
replicated for NMOS and PMOS devices ‘resulting in subthreshold
leakage current of a chip as,

0 _0;112_ O'nz
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where, w, and w, are the total PMOS and NMOS device widths in the
chip; &, and k, are factors that determine percentage of PMOS and
NMOS device widths that are in “off” state; I°, and I°, are the expected
mean subthreshold leakage currents per unit width of PMOS and
NMOS devices in a particular chip; g, and ¢, are the standard deviation
of channel length variation within a particular chip; A4, and A4, are
constants that relate channel length of PMOS and NMOS devices to
their corresponding subthreshold leakages.

To compare the power estimation accuracy of the various models
standby subthreshold leakage power measurements on 960 samples of a
0.18 pm 32-bit microprocessor were carried out. The subthreshold
leakage current (with V,, = 0 V and ¥V, = Vpp) and effective channel
length measurements of test devices that accompany each
microprocessor were measured to determine /°,, /°,, A,, and A,. Using
these individual device measurements, with w, and w, obtained from
the design, the subthreshold leakage power was calculated using the
Lieakts Treateus and Ileak-w formulae.

The prediction accuracy of the formulae is summarized in Figure 5.
As the figure indicates the subthreshold leakage power for most of the
samples are under predicted by 6.5X if the lower bound technique is
used and over predicted by 1.5X if the upper bound technique is used.
The measured-to-calculated subthreshold leakage ratio for the majority
of the device samples is 1.04 for the new technique described in this
paper. The calculated subthreshold leakage is within £20% of the
measured subthreshold leakage for more than 50% of the samples if the
new i, technique is used. Only 11% and 0.2% of the samples fall
into this range for the [, and I, techniques respectively.
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Figure 5. Ratio of measured to calculated subthreshold leakage
current distribution for gy, frears, @nd g, techniques
(Sample size: 960).

2.3 CAD tool requirements for leakage estimation

The techniques mentioned above can also be used to estimate full-
chip active leakage power by dividing the entire chip into multiple iso-
temperature and iso-power supply regions. I°,, I°,, Wy, W, A, and A,
will have to be determined for each region. Since the die temperature
and power supply voltage depends on the total power consumed in
different regions, for active leakage power estimation it is therefore
necessary to solve thermal and leakage estimation models
simultaneously. Development of electro-thermal computer aided design
tools that comprehend within-die device and environmental variation
will be vital for sub-100 nm design.

If a chip can be experimentally measured, active leakage currents
can be directly quantified. For example, [7] describes an accurate way
to measure the active leakage power component by extrapolating from
the slope of energy-versus-time curves for different operating
frequencies in a digital circuit. For a fixed supply, the switching energy
to perform an operation is independent of frequency, but the active
leakage energy is proportional to the execution time. With this insight,
it is possible to then decouple the total active power consumption into
the switching component and the subthreshold leakage component. In
actuality the linear term contains all DC current terms, of which
subthreshold leakage is the most dominant.

The subthreshold leakage power estimation modeling described so
far did not assume the use of any leakage management techniques.
Some of these techniques will be described in the subsequent section of
this tutorial. When these techniques are employed, the leakage
estimation model will have to be modified to comprehend these
changes. Computer aided design tools that can enable active and
standby subthreshold leakage calculation with “what-if” benefit analysis
of different leakage reduction techniques will also be of interest.

3. Circuit Techniques to Manage Subthreshold
Leakage

An important area of research today is developing circuit techniques
to reduce subthreshold leakage currents in both the active and standby
periods to minimize total power consumption. Standby leakage
currents are especially wasteful in burst mode systems (such as cell
phones or pagers) where circuits spend a significant portion of the time
in an idle mode where no computation takes place. A large number of
circuit techniques have been developed to turn off these leakage
currents when performance is not needed. As technology continues to
scale, subthreshold leakage currents become so large that they must be
balanced during the active state as well.

In general, there have been two main approaches to control
subthreshold leakage currents: source biasing and direct V,
manipulation. In source biasing, the main idea is to bias the source
terminal of an “off” transistor in order to exponentially reduce the
leakage currents of that device. The other way to lower subthreshold
leakage currents is to directly adjust the ¥, of transistors within the
circuit. This can be accomplished by using a multiple threshold voltage
process where a combination of low and high ¥, devices can be used to
select between high performance and low leakage requirements.
Alternatively, a variable threshold voltage technology (like a triple well
process using body biasing) could also be used to explicitly alter the
threshold voltage.

3.1 Source biasing

The source biasing principle is illustrated in Figure 6, where a
positive bias is applied during the standby state to the source terminal
of an “off” device.
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Figure 6. Source biasing effect with applied V.

The subthreshold leakage current is significantly reduced because
the body effect raises the threshold voltage of the device. Additionally,
the ¥, voltage becomes negative. The net effect is that the “off” device
is turned off more strongly and leakage currents can be reduced during
standby modes. This source biasing principle is the underlining
mechanism for several different standby leakage reduction schemes.
The switched source impedance concept [8] is a special case where a
degenerating resistor is used to generate the biased source voltage. For
high performance, the degenerating resistor is bypassed to ground, but
during the standby state, the resistor is used to bias the source terminal
of the “off” device. ~Another variation known as self reverse biasing
[9,10] replaces the switched source impedance with another “off”
transistor so that the equilibrium value is set through a series of “off”
devices. This technique was first applied to decoded wordline driver
circuits.

3.2 Stack effect

A final example of the source biasing principle is illustrated by using
transistor stacks within the logic gates to control leakage [11,12]. In
effect, two series-connected “off” transistors will have lower leakage
currents compared to a single “off” device due to self-reverse biasing
effects. Figure 7 shows a load line technique illustrating the difference
between one “off” device versus two series “off” devices. For the case
where the two series devices are both turned off, the leakage currents
are smaller since the internal series node causes V,, for the upper device
to become negative. Another way to interpret the leakage is that V, of
lower device will be ¥V, which is much smaller (and thus can no longer
be ignored in Equation 1) than that of the single “off” device whose V,
will be VDD'

Modeling of leakage reduction factor, X, due to a stack of two
series “off” devices can be expressed based on fundamental technology
parameters [13] as,

2 dVdd[ ey

X =10 s 1+2,14J=10U N

where U is the universal two-stack exponent which depends only on the
process parameters, DIBL (4,) and subthreshold swing (S), and the
design parameter, ¥pp. Once these parameters are known, the reduction
in leakage due to a two-stack can be determined from the above model.
It is essential to point out that the model assumes the intermediate node
voltage to be greater than 347/g. In the above equation we assumed w =
w, =w,. A more generic equation can be found in [13].

If an appropriate vector can be clocked into a logic block during the
standby state, then leakage currents can be reduced by maximizing the
number of series-connected “off” paths. In [14], this idea was extended
to inserting extra series “off” devices into single stack paths. This
provides moderate leakage reduction while using a standard single
threshold voltage technology. One difficulty with this approach is

developing the proper CAD tools to identify single stack candidates
with enough slack such that inserting extra series devices will not
adversely impact performance.
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Figure 7. Leakage reduction due to stack effect for series
“off” devices.

3.3 Dual V; partitioning

Subthreshold leakage currents are exponentially dependent on
device V,, and can be changed by several orders of magnitude by
switching between high and low threshold voltages. In many modern
processes, multiple threshold voltage devices are readily available to the
circuit designer. A dual V, process requires only an extra mask layer to
select between high and low threshold voltages, which provide the
designer with transistors that are either fast (but high leakage) or slow
(but low leakage).

A straightforward way to take advantage of these modern
technologies is through a dual ¥, partitioning procedure. A circuit can
be partitioned into high and low threshold voltage gates or transistors,
which will trade off between performance and reduced leakage currents.
For instance, critical paths within a circuit should be implemented with
low ¥V, to maximize performance, while non-critical paths should be
implemented with high V, devices to minimize leakage currents. By
using fast, leaky devices only when necessary, leakage currents can be
significantly reduced in both the standby and active modes compared to
an all low ¥, implementation.

Dual V, partitioning is a popular leakage reduction technique
because the circuit operation remains the same as for a single 7,
implementation, yet critical parts of a circuit can use scaled ¥, devices
to maintain performance at low supply voltages. [15,16] are examples
of research in low power processors that have utilized this technique.

There are practical limitations to the use of dual V; partitioning to
reduce leakage currents. In many optimized designs there are many
critical delay paths. Therefore, a large fraction of all paths in the circuit
must be implemented with low V, devices, which reduces the
effectiveness of this technique. Another limitation is that CAD tools
must be developed and integrated into the design flow to help optimize
the partitioning process. It is not straightforward to identify which gates
can be made high and low ¥, without changing the delay profiles of the
circuit. For example, one partitioning scheme that can be applied to
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random combinational logic is to first implement the circuit with all low
V, devices to ensure the highest possible performance, and then to
selectively implant non-critical gates to be high ¥, However, not all
non-critical gates can be converted to high ¥V, without degrading
performance as illustrated in Figure 8.
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Figure 8. Dual ¥, partioning scheme where only some non-
critical path gates can be made high 7,.

Some non critical path gates become HVt

[17] describes a cell-by-cell method for assigning dual threshold
voltage values while [18] describes a breadth-first search based
algorithm for selecting and assigning optimal high ¥, gates to ensure
that timing constraints are maintained. Better leakage reduction can be
achieved if individual transistors within gates themselves are optimized
to have multiple threshold voltage options. [19] proposes an initial
methodology for synthesizing dual ¥, circuitry using readily available
tools. A recent research direction has been to explore dual V,
partitioning techniques in conjunction with transistor sizing algorithms
to provide even better performance and leakage reduction [20-22].

Significant research is still required to improve dual ¥, partitioning
algorithms, and to develop effective tools that will integrate with
existing design techniques. However, there exists a natural limit where
dual V, partitioning may not reduce standby leakage currents enough for
ultra low power, high performance applications. As a result, several
other leakage reduction techniques are important.

3.4 Multi-threshold CMOS (MTCMOS)

MTCMOS (multi-threshold CMOS) is a dual ¥, technique that is
very effective at reducing standby leakage currents [23]. The basic
principle is illustrated in Figure 9 where a low ¥, computation block is
gated with high 7, power switches (sleep devices).

Virtual Vpp

Sleep _oi HVT _|_CXVDD
|

Low V¢ Block

T

Figure 9. MTCMOS principle showing both polarity sleep
devices and parasitic virtual power/ground capacitances.
Capacitances help filter out transient ground bounce but not
DC components.

Virtual Gnd

The high ¥V, switches are used to disconnect the power supplies
during the standby state, resulting in very low leakage currents set by
the high threshold voltage of the series transistor. During the active
state, the high V, switches are turned on, and the internal logic
transitions through fast low ¥, devices. Although both PMOS and
NMOS gating transistors are shown in Figure 9, only one polarity sleep
device is actually required to reduce leakage currents if the logic block
is purely combinational.

3.4.1 Sleep transistor sizing

MTCMOS circuits require proper sizing of the sleep transistor. This
device needs to be large enough to maintain performance, yet still be
area efficient and incur minimum energy overhead when switching
between modes. Because sleep transistors can be very large in an
MTCMOS circuit, it is important to develop CAD tools to efficiently
size these devices to ensure functionality and to minimize costs [24].

The optimal way to size sleep transistors is to identify the worst case
MTCMOS critical path to size the sleep transistor. Unfortunately,
identifying the worst case path is not straightforward (requiring an
exhaustive search for all possible vector transitions) because the delay
not only depends on a signal propagating through a datapath, but also
on how all other non-critical gates switch and contribute to the virtual
ground or power bounce. Figure 10 illustrates how two different vectors
that exercise the same critical paths in a CMOS multiplier cell will
behave differently if implemented as an MTCMOS block (using an
NMOS sleep transistor). The second vector exercises many extra
transitions throughout the cell and requires a much larger sleep
transistor to maintain performance.

X3 X4 X0

Yo

A
N

Vector 1 (larger )
X= 0000 -> 1111
Y= 0000 -> 1001

Vector 2 (smaller 1}
X=0111-> 1111

Y TN F Y= 0000 -> 1001
Y[R
Y. WIL Sleep Width %
3 rF 5.4% 18%
+ + 5
B V115.5% 4.6%
3
4 E) o, 0,
X el ¥ e 8v2 47% 1.6%
P7| {?

LA

Figure 10. MTCMOS multipler showing dependency on sleep
transistor sizing.

It is important to develop CAD tools to size MTCMOS sleep
transistors and to trade off between minimizing silicon area overhead
and increasing design complexity. [25] describes a preliminary sizing
algorithm that ensures that the MTCMOS circuit will always meet
performance constraints without performing an exhaustive search of all
possible input vectors. This technique relies on dividing an MTCMOS
block into smaller mutually exclusive pieces that can be simulated more
easily, and then merged together to determine the required sleep
transistor width.

3.4.2 MTCMOS sequential circuits

MTCMOS circuit techniques are effective for controlling leakage
currents in combinational logic, but a drawback is that it can cause
internal nodes to float and corrupt stored data in standard memory
designs. As a result, much research has explored MTCMOS latch
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designs that can eliminate leakage currents yet maintain state during
standby modes. [23,26] proposed a simple MTCMOS latch that uses
extra high ¥, CMOS gates to provide an always powered re-circulation
path during the sleep state. However, this circuit requires both polarity
sleep devices with local power switches (separate from the shared
virtual power and virtual ground lines) in order to eliminate leakage
paths. [27] proposed a “balloon” circuit that decouples the high ¥,
storage nodes from the MTCMOS nodes so shared virtual power and
ground lines could still be used, but adds unnecessary complications to
the flip flop operation when entering and leaving the sleep state.

Work in [28] develops a more detailed analysis of sneak leakage
paths in sequential MTCMOS circuits, and proposes several novel
structures that have better performance thah the standard MTCMOS
latch and have simpler operation compared to the balloon circuits.
Figure 11 shows an improved MTCMOS flip flop that avoids leakage
paths yet enables one to share virtual power and ground lines.

SLEEP
N oK

—| Virtual

| Ground
cLK CLK—|

SLEEP

Figure 11. Improved MTCMOS Flip Flop

Figure 12 shows how “leakage feedback” gates [28] can be used to
implement dynamic flip flops that can retain state during standby. The
leakage feedback gate uses subthreshold leakage currents to hold the
output of the gate to a solid logic level, yet fully eliminates
subthreshold leakage paths from ¥pp to ground. This ability to provide
a constant output logic level during standby states makes the leakage
feedback gate ideal for interfacing between MTCMOS blocks and

CMOS logic blocks as well.
SLEEP _OI g

Virtual VDD

Bq I> out
I
Q ' TIK
Virtual GND
SLEEP —|

Figure 12. Dynamic flip flop using leakage feedback gate.

“Leakage Feedback Gate”

3.5 Dual threshold voltage domino logic

In order to cut off subthreshold leakage currents in CMOS gates, it
is only necessary to strongly turn off either the PMOS pullup path or
the NMOS pulldown path. For example, a single high ¥, switch can be
used like in MTCMOS, or high V, transistors of the same polarity can
be imbedded directly into the pullup or pulldown path of a gate. In
both cases, leakage currents can be reduced with only one transition
direction being degraded.

Dual threshold voltage domino logic is a leakage reduction
technique that takes advantage of the known transition directions in

domino logic [24]. By using either PMOS or NMOS high V; “off”
transistors imbedded within the gates themselves, it is possible to
reduce the leakage currents without requiring external sleep devices or
compromising performance. Domino logic is configured into a known
state during the precharge phase, and is allowed to fransition only in a
fixed direction during the evaluate phase. Dual ¥, domino logic
implements all devices in the critical charge/discharge path with low ¥,
transistors and implements all devices that switch during precharge with
high ¥, transistors as illustrated in Figure 13.

DO CLKn+
CLKy ‘

=

Low V,
PMOS

Low V,
NMOS

Dns1

Standby Mode

Low V; Rt of Pl
D Pulldown gj( 1a= r?igr'):pe ine
D4 = high

Figure 13. Dual ¥, domino logic gate showing Nth stage
of a pipeline.

By stalling the circuit during the active state, all high ¥V, devices are
strongly turned off, which reduces standby leakage currents. In effect,
this structure trades off increased precharge time (which is not in the
critical path) with reduced leakage during the standby period.

Similar dual 7, methodologies can be applied to more general
CMOS circuits as well. If the circuit has transitions that are only critical
in one direction, or if the circuit is in a known configuration during the
standby state, then an intelligent partitioning of dual ¥, devices can
yield improved performance and more efficient leakage reduction.

3.6 Variable threshold CMOS

Variable threshold CMOS, or VTCMOS, is another technique that
has been developed to reduce standby leakage currents. Rather than
employ multiple threshold voltage process options, VTCMOS relies on
a triple well process where the device ¥, is dynamically adjusted by
biasing the body terminal. By applying maximum reverse biasing
during the standby mode, the threshold voltage is shifted higher and
subthreshold leakage current reduced. An example of the VTCMOS
principle can be seen in [29] and analytical models describing the
effectiveness of VTCMOS can be found in [30].

The VTCMOS approach provides the additional advantage that
threshold voltage can be tuned during active mode to optimize
performance. [31] uses VITCMOS to dynamically adjust ¥, based on
workload requirements to reduce active leakage currents. In [32,33],
adaptive body biasing approaches were developed where circuit
threshold voltages are tuned in a feedback loop so that critical paths
operate only as fast as necessary. By allowing both forward and reverse
body biasing directions, one can improve process yields and reduce
leakage currents resulting from unexpected process variations. Finally
VTCMOS provides circuit designers complete flexibility to set both
Vpp and V¥, during active modes to optimally balance between
performance, dynamic power, and leakage power.

3.7 Optimal V)p/V,operating points

During the standby state, it is always beneficial to minimize the
subthreshold leakage by making the effective “off” transistor ¥, as large
as possible. However, it is not so straightforward to effectively reduce
subthreshold leakage currents during the active state. As described
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earlier, a first step to reducing total active power is to implement non-
critical blocks with high ¥, devices wherever possible. However, for
the rest of the circuit, there is a direct trade-off between reducing active
leakage currents and improving performance.

With supply voltage scaling, dynamic power consumption is reduced
quadratically, but performance can be maintained if threshold voltages
scale at the expense of higher active leakage currents. For a particular
operating condition, a circuit will exhibit a minimum in the total active
power consumption corresponding to the balance point where an
incremental decrease in dynamic switching power due to Vpp scaling is
offset by an increase in the subthreshold leakage power due to 7,
scaling. As a result, it may be more optimal to operate with higher
active leakage currents if the voltage supply Is scaled aggressively. On
the other hand, for very leaky technologies it may be more optimal to
operate at higher supply voltages if the leakage power can be reduced.

[34] explores in more detail how a variable threshold CMOS
technology can be used to dynamically tune both Vpp and V, as
operating conditions change. Figure 14 shows theoretical curves for a
processor showing power versus Vpp scaling (assuming V,’s are
implicitly chosen). For different workload conditions, there exist
different optimal combinations of Vpp and V¥, that minimize the total
power consumption. These operating points can change significantly as
operating conditions change.

3
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Figure 14. Impact of operating frequency on power vs. Vpp

curves (with ¥, implicitly set).

Figure 15 shows an architecture where a processor core’s supply
voltage and body bias can be automatically controlled to minimize total
power consumption for a given throughput requirement. This two-
dimensional control problem can be decoupled into two independent
control loops where the Vpp controller searches for the lowest power
supply point, while the body bias controller automatically adjusts the ¥,
to maintain performance at each operating point.

Vpp Controller ¢ Vr Controller¢

Variable
DC/DC ABB Generator
Voo 4 Veen Veep
[ ¢ I
Y Vv *v v
DSP Power
CORE monitor

Figure 15. Architecture for minimum active power operation.

4.0 Conclusion

Technology scaling and Moore’s law are driving forces behind the
semiconductor industry. An unavoidable consequence is that
subthreshold leakage currents for new technologies will become
increasingly large. It is important to quantify the impact of leakage
currents on overall power consumption and to develop circuit
techniques for reducing their impact while maintaining performance.
This tutorial describes many active research topics for quantifying and
reducing leakage currents in the standby and active states. It is
important to develop new CAD tools that will account for subthreshold
leakage currents. Not only must leakage considerations be integrated
into the design flow, but breakthroughs in efficiently implementing the
leakage reduction techniques described in this tutorial will be necessary.
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