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• security -- “safety, or freedom from worry”

• thesaurus: peace of mind, feeling of safety, stability, 
certainty, happiness, confidence.

• where does it come from?

• how can it be achieved?

– make computers too heavy to steal

– buy insurance

– create redundancy (disaster recovery services)

what is “computer security”?
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Risk = Asset x Vulnerability x Threat

it’s all about risk management
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• able to read read 
36pt font from a 
distance of 10 meters

• equipment cost $12K

example
Figure 1. Previous results from [4]: Reflections in
the eye from 4 meters.

Figure 2. Our results: Reflections captured in the
eye from a distance of 10 meters.

Furthermore, we see that the achievable distance scales
linearly in the main limiting parameter, the telescope
diameter. Thus we can extrapolate our results and see a
linear trade-off between the attackers abilities and the
required telescope sizes.

The ability to read the monitor image is limited by
three types of blur: blur caused by incorrect focus
(out-of-focus blur), blur caused by movement of the
eye (motion blur), and blur caused by diffraction
(diffraction blur). Capturing high-resolution images
over a large distance typically requires the use of
large focal length and large apertures. This, however,
results in a very small depth-of-field, i.e., only objects
that are precisely in focus appear sharp, and objects
that are slightly out-of-focus are significantly blurred.
Consequently, focusing is very sensitive, and out-of-
focus blur can hardly be avoided during capture, in
particular for moving objects such as the human eye.
Motion blur, on the other hand, is caused mainly by
the rapid movement of the eye. Finally, diffraction
blur is an optical phenomenon caused by the limited
aperture of the telescope. The aperture basically deletes
high frequency parts of the image. This information is
effectively lost, thus it cannot be reconstructed from
the blurred image. (One exception occurs if there is a
sufficient amount of additional information about the
image, e.g., if it is known that the image of a star was
captured, then the exact location of the star can be
determined even in the presence of diffraction blur.)

In computer graphics, blur is described by a point
spread function (PSF) which models the redistribution
of energy from each point of the (unobservable) sharp
image to each point of the blurred image. Our task thus
is to reconstruct the sharp image, given a description
of the PSF and the blurred image. This task is known
as (non-blind) deconvolution.

We demonstrate how to use image deconvolution
algorithms to improve the image quality. We show
that both motion blur and out-of-focus blur can be
efficiently removed, whereas diffraction blur cannot
effectively be countered and thus constitutes a principal

limitation to the applicability of the attack.
One central challenge is to measure the PSF. While

there exist deconvolution algorithms that determine the
PSF in the process of deconvolution (blind decon-
volution), their performance is much lower than the
performance of non-blind deconvolution algorithms,
i.e., deconvolution algorithms that are given as extra
side information the PSF. We identified and tested
two practical possibilities to determine the PSF. First,
we captured several PSFs that result from different
levels of out-of-focus blur upfront (offline) and use
this information later in deconvolution. This approach
works very well if there is only out-of-focus blur
present (see Section 2.4). It can, however, not handle
motion blur. Therefore, we explored another approach
(see Section 2.5) where we measure the PSF when we
take the picture, simultaneously measuring motion blur
and out-of-focus blur. This approach requires a small
amount of extra hardware, but it is highly practical.

Our results get close to the diffraction limit, i.e.,
we are able to obtain the physical optimum. This in
turns lets us eliminate the possibility of further im-
provements and provides a bound on the applicability
of this type of attacks.

Another type of attack we explore are diffuse reflec-
tions. The possibility that one can spy on confidential
data exploiting diffuse reflections, e.g., reflections on a
white wall, were briefly mentioned in [4]. In this work
we take a systematic approach and explore the exact
possibilities of this attack and we show information-
theoretic limits of the attack. Our approach is different
from the attack presented in [14] in that the later
exploits temporal variations of the diffuse reflections
and thus is restricted to CRT monitors, a technology
that is rarely used nowadays. Our approach uses spa-
tial variations only and is applicable to any monitor
technology. Ironically, the user’s attempt to increase
his privacy may actually lead to weaker privacy: We
found that the reconstruction works better if the user is
using a privacy filter to protect himself from somebody
spying over his shoulder: these filters direct the light
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source:  “Tempest in a Teapot: Compromising Reflections Revisited” by Michael Backes, Tongbo Chen, Markus Duermuth, Hendrik P. A. 
Lensch, Martin Welk, in 2009 IEEE Symposium on Security and Privacy
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• avoid

• transfer

• reduce

• accept

what can be done about risk?
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Source: Common Criteria for Information Technology Security Evaluation. 1999
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example: corner store

analyze and suggest

1. assets at risk and 
their value

2. threats to these 
assets

3. threat agents

4. risk management
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•disclosure
• snooping

•deception
• modification

• spoofing

• repudiation of origin

• denial of receipt

•disruption
• modification

• denial of service

•usurpation
• modification

• spoofing

• delay

• denial of service

classes of threats
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• deterrence

• Deter attacks

• prevention

• Prevent attackers from violating security policy

• detection

• Detect attackers’ violation of security policy

• recovery

• Stop attack, assess and repair damage

• Continue to function correctly even if attack succeeds

• investigation

• Find out how the attack was executed: forensics

• Decide what to change in the future to minimize the risk

goals of computer security
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Solovki Monastery, White Sea, Russia

10Monday, September 3, 2012



11Monday, September 3, 2012



Castle of Chillon

from www.picture-newsletter.com/chillon/
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Goal: 

Means:

Fortification 

• provides safety

• involves layering

• expensive

• requires maintenance

• eventually compromised

Prevent people from violating system’s security policy

conventional fortress-based security
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• no absolute safety

• one weakness/error sufficient

• extra layers at extra cost

• important to understand threats

• limited defender’s resources

• adjust to attacks

• resource suppliers

• distinguishing noncombatants from attackers

• containment

Some points about fortresses
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fortress

• against external 
attackers

• protects only 
insiders

• defences cannot 
change

computer security
• control of insiders

• has to keep system 
usable

• has to protect from 
new types of attacks

limitations of the fortress analogy
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• Confidentiality

• keeping data and resources hidden

• Integrity

• data integrity (integrity)

• origin integrity (authentication)

• Availability

• enabling access to data and resources

CIA

what computer security policies are 
concerned with?
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Protection
Authorization Accountability Availability
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Authentication
Cryptography

conventional approach to 
computer security
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provided by a set of mechanisms 
(countermeasures) to prevent bad things 
(threats) from happening

Protection
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protection against breaking rules
Rule examples:

– Only registered students should be able to take 
exam or fill out surveys

– Only the bank account owner can debit an account

– Only hospital’s medical personnel should have 
access to the patient’s medical records

– Your example…

Authorization
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• No way to check the rules 

– e.g. telephone wire or wireless networks

• No trust to enforce the rules 

– e.g. MS-DOS

Authorization Mechanisms:
Data Protection
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You can tell who did what when

• (security) audit -- actions are recorded in 
audit log

• Non-repudiation -- evidence of actions is 
generated and stored

Accountability
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• Service continuity -- you can always get to 
your resources

• Disaster recovery -- you can always get back 
to your work after the interruption

Availability
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secure precise broad

set of reachable 
states set of secure states

types of mechanisms
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Set of things the system builder and the operator 
of the system do to convince you that it is 
really safe to use.

• the system can enforce the policy you are 
interested in, and

• the system works as intended

Assurance

24Monday, September 3, 2012



securing systems
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1. analyze risks

• asset values

• threat degrees

• vulnerabilities

2. develop/change policies

3. choose & develop countermeasures

4. assure

5. go back to the beginning

steps of improving security
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in the following scenario,  
analyze

Analyze 1) the value of the assets at risk, 2) threats to these assets, and 3) threat agents,

1. Assets at risk and their value

2. Threats to these assets

3. Threat agents

4. Ways to manage risk
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Authentication
Cryptography

Key Points
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• secure, precise, and broad mechanisms

• Risk = Asset x Vulnerability x Threat

• steps of improving security

• classes of threats

• disclosure

• deception

• disruption

• usurpation

key points (cont-ed)
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