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why we need adversary models?
§ attacks and countermeasures are meaningless without
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elements of an adversary model
§ objectives 

§ obtain secret(s): decrypt cipher-text, guess/find password 
§ obtain access to assets: access to an account, full or partial control of a 

system or its parts 

§ initial capabilities 
§ knowledge of (1) keys, passwords, and other secrets, (2) system/

environment design/architecture 
§ access to the system’s source code and other implementation details 
§ partial access to a system (PC, server, mobile device) 
§ partial control of a system (direct browser to a URL, control of a low-privilege 

account) 

§ capabilities during the attack 
§ passive: eavesdropping messages  
§ active: modifying, re-playing, or removing messages 
§ running code on the target system 
§ observing system at run-time
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Dolev-Yao model
§ the network is completely under the adversarial control 

§ can record, delete, replay, reroute, reorder, and completely control the 
scheduling of messages.  

§ the adversary is the network  
§ the honest participants send their messages only to the adversary and 

receive messages only from the adversary. 

§ the adversary can choose the recipient and auxiliary 
information for its messages with total non-determinism 

§ initial knowledge of the adversary 
§ the public keys (KPub ),  
§ the private keys of subverted participants (KAdv ⊆ KPriv),  
§ the identifiers of the principals (I), and  
§ the nonces the adversary itself generates (RAdv ⊆ R), which are assumed  

to be distinct from all nonces generated by honest participants.
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Dolev-Yao model (continued)
§ message M is derivable by adversary from a set of 

messages S, if it’s possible to produce by applying the 
following operations a finite number of times: 
§ decryption with known or learned private keys 
§ encryption with public keys 
§ pairing of two known elements 
§ separation of a pair into its components
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Chip & PIN



EMV protocol
Europay, MasterCard, VISA (EMV) -- protocol for payment 
cards with chips (and PINs) 
750M cards currently deployed 
a three phase protocol: 

1.Card authentication  
• type of card, issuer, verification method list etc) 

2.Cardholder verification, based on verification method list, 
1.PIN  
2.signature  
3.nothing 

3.Transaction authorization  
• card generates secured transaction info for the issuing bank clearance
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a complete run of a Chip & PIN protocol

8
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Figure 2. A complete run of a Chip and PIN protocol.

2) Cardholder verification: The cardholder verification
step starts with a mechanism negotiation, performed between
the card and the terminal, to establish what cardholder
authentication method they can (or must) use. This is driven
by a data element called the cardholder verification method
(CVM) list. The CVM list states the card’s policy on when
to use a PIN, or a signature, or nothing at all, to authenticate
the cardholder.

Protocols for negotiating an authentication mechanism are
notoriously hard to get right. EMV specifies a complex
negotiation algorithm by which the terminal can decide
the appropriate method depending on the value of the
transaction, its type (e.g. cash, purchase), and the terminal’s
capabilities. The CVM list also specifies what action should
be taken if cardholder verification fails, i.e., whether the next
method should be tried or the transaction rejected.

In practice, however, only a small subset of these ca-
pabilities is used. UK cards we have examined specify,
in descending order of preference, PIN verification, sig-
nature verification, and no verification. A terminal may
skip an option of which it is not capable; for example,
unattended terminals cannot do signature verification, and
some vending machines are not equipped with PIN entry
devices/keypads. There may also be scope for operator
discretion. For example, the card may permit the terminal to
attempt signature verification if PIN verification fails, but in
practice merchants will normally reject such a transaction.
In the UK there also exists a type of card known as a “Chip
& Signature” card, which does not support PIN verification

at all. These cards are issued to customers who request them,
normally because they are unable to remember a PIN or are
visually impaired. Some customers also request such cards
because they are concerned about the additional liability that
PIN-based transactions would place on them.

However, the vast majority of transactions are ‘PIN ver-
ified’, which means the customer enters the PIN on a PIN
entry device. The PIN is sent to the card, and the card
compares it to the PIN it stores. If they match, the card
returns 0x9000, and if it fails the card returns 0x63Cx,
where x is the number of further PIN verification attempts
the card will permit before locking up. Note that the card’s
response is not directly authenticated.

ATM cardholder verification works differently, and uses a
method known as “online PIN”, as opposed to “offline PIN”
described above. Here, the PIN is encrypted by the ATM,
and sent to the issuer over a payment network. The issuer
then verifies the PIN centrally, and sends the result back to
the ATM. The attack we present in this paper only applies
to offline PIN cardholder verification.

We have observed variations between countries. While
cards from Belgium and Estonia work like British cards,
we have tested cards from Switzerland and Germany whose
CVM lists specify either chip and signature or online PIN,
at least while used abroad. The attack described here is
not applicable to them. However, because UK point-of-sale
terminals do not support online PIN, a stolen card of such
a type could easily be used in the UK, by forging the
cardholder’s signature.
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video clip
http://www.youtube.com/watch?v=JPAX32lgkrw
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cardholder verification step

§ attacker tricks the card into “thinking” it’s doing a chip-
and-signature transaction while the terminal “thinks” it’s 
chip-and-PIN.
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3) Transaction authorization: In the third step, the ter-
minal asks the card to generate a cryptographic MAC over
the transaction details, to be sent to the issuing bank. The
terminal calls the Generate AC command, to request an
ARQC (authorization request cryptogram) from the card.
The payload of this command is a description of the transac-
tion, created by concatenating data elements specified by the
card in the CDOL 1 (card data object list 1). Typically this
includes details like the transaction amount, currency, type,
a nonce generated by the terminal, and the TVR (terminal
verification results), which will be discussed later.

The cryptogram sent to the bank includes a type code, a
sequence counter identifying the transaction (ATC – appli-
cation transaction counter), a variable length field containing
data generated by the card (IAD – issuer application data),
and a message authentication code (MAC), which is calcu-
lated over the rest of the message including a description
of the transaction. The MAC is computed, typically using
3DES, with a symmetric key shared between the card and
the issuing bank.

If the card permits the transaction, it returns an ARQC;
otherwise, it returns an AAC (application authentication
cryptogram) which aborts the transaction. The ARQC is
then sent by the terminal to the issuing bank, via the
acquirer and payment network. The issuer will then perform
various cryptographic, anti-fraud and financial checks: such
as whether the card has been listed as stolen, whether there
are adequate funds, and whether the risk analysis algorithm
considers the transaction acceptable. If the checks pass,
the issuer returns a two byte ARC (authorization response
code), indicating how the transaction should proceed, and
the ARPC (authorization response cryptogram), which is
typically a MAC over ARQC ⊕ ARC. Both items are
forwarded by the terminal to the card with the External
Authenticate command.

The card validates the MAC contained within the ARPC,
and if successful updates its internal state to note that the
issuer authorized the transaction. The terminal then calls
Generate AC again, but now using the CDOL 2, requesting
that the card issues a TC (transaction certificate) cryptogram,
signifying that it is authorizing the transaction to proceed.
Finally, the terminal sends the TC to the issuer, and stores
a copy in its own records in case there is a dispute. At this
point it will typically print a receipt, which may contain
the legend ‘Verified by PIN’ if the response to Verify
indicated success. One copy of the receipt is given to the
cardholder and a second copy is retained. We have also seen
different receipts with ‘confirmed’ for the cardholder and
‘PIN verified’ on the merchant copy (perhaps to assure the
merchant that the liability for disputes is no longer on them).

The above description assumes that the terminal chose to
perform an online transaction and contacted the issuer. In
the event of an offline transaction, the terminal requests that
the card return TC on the first call to Generate AC. The
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Figure 3. The man-in-the-middle suppresses the PIN Verify command to
the card, and tells the terminal that the PIN has been verified correctly. A
complete transaction is detailed in Appendix A.

Table I
TERMINAL VERIFICATION RESULTS (TVR) BYTE 3.

Bit Meaning when bit is set
8 Cardholder verification was not successful
7 Unrecognized CVM
6 PIN Try Limit exceeded
5 PIN entry required and PIN pad not present or not working
4 PIN entry required, PIN pad present, but PIN was not entered
3 Online PIN entered
2 Reserved for future use
1 Reserved for future use

card may then either decide to accept the transaction offline
by returning a TC, force the transaction online by returning
an ARQC, or reject the transaction entirely by returning an
AAC. Our attack applies just as well to the offline case.

III. THE ATTACK

The central flaw in the protocol is that the PIN veri-
fication step is never explicitly authenticated. Whilst the
authenticated data sent to the bank contains two fields which
incorporate information about the result of the cardholder
verification – the Terminal Verification Results (TVR) and
the Issuer Application Data (IAD), they do not together
provide an unambiguous encoding of the events which took
place during the protocol run. The TVR mainly enumerates
various possible failure conditions for the authentication, and
in the event of success does not indicate which particular
method was used (see Table I).

Therefore a man-in-the-middle device, which can inter-
cept and modify the communications between card and
terminal, can trick the terminal into believing that PIN ver-
ification succeeded by responding with 0x9000 to Verify,
without actually sending the PIN to the card. A dummy
PIN must be entered, but the attack allows any PIN to be
accepted. The card will then believe that the terminal did not
support PIN verification, and has either skipped cardholder
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the attack
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Figure 4. Components of the attack.

run on a similar device. Miniaturization is mostly a me-
chanical challenge, and well within the expertise of criminal
gangs: such expertise has already been demonstrated in the
miniaturised transaction interceptors that have been used to
sabotage point of sale terminals and skim magnetic strip
data. Miniaturization is not critical, though, as criminals
can target businesses where a card can be used with wires
running up the cashout operative’s sleeve, while a laptop and
FPGA board can be hidden easily in his backpack. There
are firms such as supermarkets and money changers whose
terminals are located on the other side of a barrier from
the checkout staff, who therefore do not scrutinise the cards
their customers use.

V. CAUSES

The failure we identify here might be patched in various
ways which we will discuss later. But at heart there is a pro-
tocol design error in EMV: it compartmentalises the issuer-
specific MAC protocol too distinctly from the negotiation of
the cardholder verification method. Both of the parties who
rely on transaction authentication – the merchant and the
issuing bank – need to have a full and trustworthy view of
the method used to verify the cardholder; and because the
relevant data cannot be collected neatly by either party, the
framework itself is flawed.

A key misconception of the designers was to think of the
TVR and card verification results primarily as separate lists

of possible failures represented by a bit mask, rather than
as a report of the authentication protocol run.

This is not to say that issuing banks cannot in future
implement secure proprietary schemes within the EMV
framework: because the internal protocols are proprietary
anything is possible, and some potential options will be
discussed in Section VI. But such schemes must make
ever more complex and intricate analysis of the transaction
data returned, driving up the complexity and fragility of
the existing EMV card authorization systems. Essentially,
they will have to ignore the framework, and without a
change in the framework itself, the authorization calculations
will remain so complex and dependent on external factors
that further mistakes are very likely. Also, as the protocol
becomes more customized by the issuer, the introduction
of new system-wide features sought for other purposes will
become progressively more difficult and expensive.

The failure of EMV has many other aspects which will
be familiar to security engineers. There was a closed design
process, with no open external review of the architecture
and its supporting protocols. The protocol documentation
appeared eventually in the public domain – nothing imple-
mented by 20,000 banks could have been kept secret – but
too late for the research community to give useful feedback
before a lot of money was spent on implementation.

The economics of security work out not just in the
interaction between banks, customers and merchants – with
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they will have to ignore the framework, and without a
change in the framework itself, the authorization calculations
will remain so complex and dependent on external factors
that further mistakes are very likely. Also, as the protocol
becomes more customized by the issuer, the introduction
of new system-wide features sought for other purposes will
become progressively more difficult and expensive.

The failure of EMV has many other aspects which will
be familiar to security engineers. There was a closed design
process, with no open external review of the architecture
and its supporting protocols. The protocol documentation
appeared eventually in the public domain – nothing imple-
mented by 20,000 banks could have been kept secret – but
too late for the research community to give useful feedback
before a lot of money was spent on implementation.
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adversary model
§ objectives 

§ pay to a street merchant with a stolen payment C&P card 

§ initial capabilities 
§ can still payment C&P cards 
§ can purchase or make  necessary equipment for the MITM attack 

§ capabilities during the attack 
§ conceal the equipment from the merchant’s staff 
§ conceal the fact that the fake card has wires attached to it 
§ insert the fake card in the merchant’s terminal
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Security Analysis of a Modern Car

http://www.autosec.org/pubs/cars-oakland2010.pdf


today cars

15

the automobile model being targeted and has the technical
skill to reverse engineer the appropriate subsystems and
protocols (or is able to purchase such information from
a third-party). Moreover, we assume she is able to obtain
the appropriate hardware or medium to transmit messages
whose encoding is appropriate for any given channel.1
When encountering cryptographic controls, we also
assume that the adversary is computationally bounded
and cannot efficiently brute force large shared secrets,
such as large symmetric encryption keys. In general, we
assume that the attacker only has access to information
that can be directly gleaned from examining the systems
of a vehicle similar to the one being targeted.2 We believe
these assumptions are quite minimal and mimic the
access afforded to us when conducting this work.

By contrast, operational capabilities characterize the
adversary’s requirements in delivering a malicious input
to a particular access vector in the field. In considering
the full range of I/O capabilities present in a modern
vehicle, we identify the qualitative differences in the
challenges required to access each channel. These in
turn can be roughly classified into three categories:
indirect physical access, short-range wireless access,
and long-range wireless access. In the remainder of this
section we explore the threat model for each of these
categories and within each we synthesize the “attack
surface” presented by the full range of I/O channels
present in today’s automobiles. Figure 1 highlights where
I/O channels exist on a modern automobile today.

3.1 Indirect physical access
Modern automobiles provide several physical interfaces
that either directly or indirectly access the car’s internal
networks. We consider the full physical attack surface
here, under the constraint that the adversary may not
directly access these physical interfaces herself but must
instead work through some intermediary.
OBD-II. The most significant automotive interface is
the OBD-II port, federally mandated in the U.S., which
typically provides direct access to the automobile’s
key CAN buses and can provide sufficient access to
compromise the full range of automotive systems [14].
While our threat model forbids the adversary from direct
access herself, we note that the OBD-II port is commonly

1For the concrete vulnerabilities we will explore, the hardware
cost for such capabilities is modest, requiring only commodity laptop
computers, an audio card, a USB-to-CAN interface, and, in a few
instances, an inexpensive, off-the-shelf USRP software radio platform.

2A question which we do not consider in this work is the extent to
which the attack surface is “portable” between vehicle models from
a given manufacturer. There is significant evidence that some such
attacks are portable as manufacturers prefer to build a small number
of underlying platforms that are specialized to deliver model-specific
features, but we are not in a position to evaluate this question compre-
hensively.

Figure 1: Digital I/O channels appearing on a modern
car. Colors indicate rough grouping of ECUs by function.

accessed by service personnel during routine maintenance
for both diagnostics and ECU programming.

Historically this access is achieved using dedicated
handheld “scan” tools such as Ford’s NGS, Nissan’s
Consult II and Toyota’s Diagnostic Tester which are
themselves programmed via Windows-based personal
computers. For modern vehicles, most manufacturers
have adopted an approach that is PC-centric. Under this
model, a laptop computer interfaces with a “PassThru”
device (typically directly via USB or WiFi) that in turn
is plugged into the car’s OBD-II port. Software on the
laptop computer can then interrogate or program the car’s
ECUs via this device (typically using the standard SAE
J2534 API). Examples of such tools include Toyota’s
TIS, Ford’s VCM, Nissan’s Consult 3 and Honda’s HDS
among others.

In both situations Windows-based computers directly
or indirectly control the data to be sent to the automobile.
Thus, if an adversary were able to compromise such
systems at the dealership she could amplify this access to
attack any cars under service. Such laptop computers are
typically Internet-connected (indeed, this is a requirement
for some manufacturers’ systems), so traditional means
of personal computer compromise could be employed.

Further afield, electric vehicles may also communicate
with external chargers via the charging cable. An
adversary able to compromise the external charging
infrastructure may thus be able to leverage that access
to subsequently attack any connected automobile.
Entertainment: Disc, USB and iPod. The other
important class of physical interfaces are focused on
entertainment systems. Virtually all automobiles shipped
today provide a CD player able to interpret a wide
variety of audio formats (raw “Red Book” audio, MP3,
WMA, and so on). Similarly, vehicle manufacturers also
provide some kind of external digital multimedia port
(typically either a USB port or an iPod/iPhone docking
port) for allowing users to control their car’s media

adopted from [2]



indirect physical access: media player attack

§ attack 1: vestigial radio reflash from CD code 
§ attack 2: WMA parsing bug -> buffer overflow 
§ on-radio debugger 
§ insert CD containing malicious WMA file 
§ compromise the car

16



short-range wireless: Bluetooth attack
§ common embedded Bluetooth stack on telematics unit  

§ strcpy() bug 

§ Android trojan compromises telematics ECU 
§ can undetectably pair a bluetooth device 

§ USRP-based software radio 
§ brute force PIN 
§ cannot be unpaired with standard interface 
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long-range wireless: cellular attack

3G

PPP

SSL

telematics

cell phone

voice channel

software 
modem

telematics
buffer overflow
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§ call telematics unit 
§ transmit malicious payload (using modem protocol or 

just play malicious sound track over phone)



what’s next?
§ remotely trigger code from prior compromise 

§ proximity trigger 
§ broadcast trigger (FM RDS) 
§ short-range targeted trigger (Bluetooth) 
§ global targeted trigger (cellular)
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what can an adversary do with this?
§ car theft 
1.compromise car 
2. locate it via GPS 
3.unlock doors 
4.start engine 
5.bypass anti-theft 
• video demo: http://www.youtube.com/watch?v=bHfOziIwXic (minute #16) 

§ surveillance 
6.compromise car 
7.continuously report GPS coordinates 
8.stream audio recorded from the in-cabin mic

20

http://www.youtube.com/watch?v=bHfOziIwXic


adversary model
§ objectives 

§ take control over parts or the whole car in order to perform surveillance, theft, or cause car 
accident. 

§ initial capabilities 
§ access to equipment and documentation to develop and test an attack 

§ extract device’s firmware 
§ reverse engineer firmware 
§ identify and test vulnerable code paths 
§ weaponize exploits 

§ capabilities during the attack (one of the three) 
§ indirect physical access to the car 

§ interacts with a physical object that interacts with the car 
– diagnostic tool that plugs directly into OBD-II port 
– entertainment systems (CD player, digital multimedia port, iPod Out) 

§ short-range wireless signals (between 5 and 300 meters) 
§ Bluetooth, Remote Key Entry, RFID car keys, Tire Pressure Monitoring Systems, WiFi, 

Dedicated Short Range Communications 
§ long-range wireless signals (greater than 1 km) 

§ broadcast channels: GPS, satellite radio, digital radio, Radio Data System, Traffic Message 
Channel 

21



summary: adversary model
§ objectives 
§ initial capabilities 
§ capabilities during the attack
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