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ABSTRACT
Manga is a type of Japanese comic book which is widely
adopted by readers globally. Popular manga series also con-
tain an animation named anime. Unlike manga which is highly
static by nature, readers find anime more immersive because
it contains additional dynamic components. Auditory infor-
mation in anime grabs the user’s attention and keeps the user
immersed within the scene. This key observation raises one
question–would adding auditory components in manga im-
prove the manga reading experience? To answer this question,
we built a manga reading application which embeds audio
into panels. We selected participants and tested on five condi-
tions: no audio, only background music, only sound effects,
combined, and combined with inappropriate audio. Data was
collected using questionnaires and semi-structured interviews.
Using statistical analysis and data coding, our findings show
audio can improve the manga reading experience under cer-
tain conditions. Background music was found to have a larger
impact to the manga reading experience than sound effects.
Lastly, implications of inappropriate caused various adverse
effects leading to time waste and frustration. Findings of this
study call for new technologies to identify appropriate audio,
and further research in investigating the impacts of audio on
the manga reading experience.
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INTRODUCTION
Manga is the term used to refer to a Japanese graphic novel,
specifically characterized by highly stylized art. It is available
for view in the form of a physical book or on a digital screen.
Many popular manga series also have an animated adaptation,
known as an anime. In such cases when manga and anime
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versions of the same title are available, many users often find
that they have a preference of one media form over the other.
Some prefer the manga, for reasons including faster story pace
(anime tends to be longer with ‘filler episodes’ unrelated to
the main plot), greater amount of details and story elements,
more appreciation for the drawings, and other various personal
reasons. Others prefer the anime, in which the addition of
background music, sound effects, animation of characters, and
moving scenes—which enhance the viewing experience of
the audience. In general, the static presentation of manga is
perceived to be not as immersive as anime.

This suggests that most of the reasons why anime is preferred
over manga is related to its auditory contribution. Sound is
known to improve the perceived quality of a visual display,
as well as significantly impact feelings of immersion in a
narrative [22, 6]. Soundtracks that set the tone and mood of
a scene may reinforce what is happening within the image.
Additionally, sound effects may also emphasize actions within
an image or remind the audience of a detail lesser in visible
saliency.

While manga contains many dynamic components such as
flexible panel sizes, speech bubbles, and iconographic symbols
[2], it remains static by providing only visual content to the
reader. Therefore, while keeping its unique visual features, we
ask if auditory modality can be applied to improve the manga
reader experience. To this end, we formally define the research
questions we aim to unravel:

RQ1: Can audio features, such as background music and
sound effects, improve the manga reading experience?
RQ2: Are all audio features equivalently important to improv-
ing a manga reading experience?
RQ3: What are the implications of inappropriate audio fea-
tures (i.e., wrong sounds or volume levels) with respect to the
manga reading experience?

This paper focuses on the possible improvement of a manga
reader’s experience through audio features. To test this, we cre-
ated a web application which coupled background music and
sound effects per manga panel. Audio features were labeled
as either ‘appropriate’ or ‘inappropriate’ additions in terms of
their accordance to the context of the scene. Each participant
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read manga chapters with 1) no sound, 2) background music,
3) sound effects, or combined background music and sound
effects, which were either 4) appropriate or 5) inappropriate.
Questionnaires were filled out after each chapter to rate the
readers’ experience.

The following sections of this paper discuss the related work,
the prototype design of our web app, experimental design,
results, and discussion of our study.

RELATED WORK

Enhancement to the Reader Experience
Research in enhancing reader experience has been explored in
two dimensions. One dimension includes rapid serial visual
presentation (RSVP), the use of sequentially showing an ob-
server stimuli at one location in their visual field. Goldstein
et al. explored the use of adding sound effects to RSVP in
text format to evaluate perceived immersion of the reading
experience [11]. Their findings show that there was a sig-
nificant perceived immersion increase with the addition of
audio to RSVP. Holenderski has also observed the effects of
adding background music to novels for e-books [12]. Their
findings show an increase in imagery and attention. Manga
contains a larger amount of visual content than plain text. In
other words, the perceived immersion in manga by adding
audio may differ greatly. Our work differs from previous work
by focusing on manga, and investigating whether the manga
reading experience can be improved using audio.

Another dimension of enhancements to the reader experience
has explored the use of haptics to involve physical senses to the
reader. Mangen observed that the move from novels to e-books
has reduced physical senses, leading to a decrease in focus and
shallow understanding of material [15]. Various solutions have
been proposed to improve haptic feedback of e-books. Yannier
et al. proposed a glove which provides vibrations associated
to story events [24]. Winfield et al. used a vibrating plate on
an e-book to provide tactile feedback while turning pages [23].
Lastly, Cingel and Piper reviewed the interactions of haptic
devices for reading experiences [5]. While haptics have been
used to improve the reading experience, our work differs in
that we focus on the audio aspect of the reading experience.

Comic Manipulation
Several studies have investigated techniques for comic ma-
nipulation. Cao et al. proposed an approach to automatically
fit artwork into particular manga layouts [3]. Their findings
demonstrated manga panels are irregularly shaped, and new
methods are required for accurate panel extraction. Sequen-
tially, Pang et al. developed a robust method for automatic
panel extraction from manga [20]. Kovanen and Aizawa pro-
posed, in parallel, a layered segmentation model used to deter-
mine the proper reading order of text bubbles in a manga page
[14]. Panel extraction methods and reading order has inspired
works to improve the immersiveness of manga reading. One
example includes Cao et al.’s work on animating still manga
through the use of camera movements by inferring per-panel
movements based on visual patterns [4]. While much work has
been done to devise techniques for manga manipulation, there
is limited work in applying auditory feedback to manga. Our

work builds on previous literature, such as panel extraction,
to test the effects of adding audio for enhancing the manga
reading experience.

Applications of Audio in User Interfaces
Audio can be classified into two types: auditory icons and
earcons. Auditory icons are sound cues which represent an
object using properties of the sound’s source [8]. Earcons are
defined as abstract audio messages, in the form of synthetic
sounds, that provide feedback to the user [1]. Auditory icons
and earcons have been applied to many domains; audio cues
improve a user’s perception to their environment or provide
additional functionality to a system.

Previous studies have observed the effects of audio to improve
a user’s perception of their environment. One of the earli-
est applications of audio included SonicFinder [9], a desktop
application which mapped real-life sounds to different com-
mon interface objects. Their findings found that the audio
noises increased feelings of direct manipulation and improved
productivity when interacting with the computer. Gaber et
al. introduced auditory cues within a soft drink factory for
monitoring purposes [10]. Their observations show that users
were more attentive to diagnosing problems and monitoring
the plant. Audio Aura [19] provided office workers with audi-
tory icons, such as waves for receiving emails, for statuses in
the office. On mobile, AudioGPS [13] played earcons to aid
users in carrying out locational tasks. Spatial audio beeping
noises were used to identify direction while volume dynamics
were used to determine distance. Similarly, Nomadic radio, a
wearable computation platform which continuously provides
speech and spatial auditory icon cues, was proposed to im-
prove a user’s peripheral awareness [21]. While our work is
similar to previous studies by adding auditory information
to enhance the user’s environmental perception, we differ by
focusing on enhancing user experience rather than user pro-
ductivity.

Auditory cues have also been added to systems with the in-
tention of providing additional functionality. Brewster et al.
proposed the use of earcons on mobile phone menus without
the use of additional screen space. One of the most important
usages of auditory information for additional functionality in-
cludes applications for the visually impaired. Mynatt proposed
a methodology to transform graphical user interfaces (GUI)
into non-visual auditory interfaces [18]. Morley et al. designed
an auditory system to identify links and text on the web for the
visually impaired [16]. Lastly, Murphy et al. proposed adding
auditory cues and haptic feedback to help localize the visually
impaired on a web page [17]. To the best of our knowledge,
we have not seen a study on incorporating auditory feedback
in manga.

PROTOTYPE DESIGN
The prototype consists of a navigable web page that contains
isolated panels of manga. Web applications provide fast dis-
tribution of software without the need for installation. We
chose to design the system to display isolated panels for two
reasons. First, individual panels remove the understanding
of reading direction. Japanese manga are drawn to be read
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from right to left which may off put readers who are used to
reading from left to right. Second, displaying isolated panels
allows readers to focus on specific content thereby improving
the readers understanding of the material. Each panel has
associated sound effects and background music to understand
the effects of audio on the manga reading experience. In order
to move between different sequential manga panels, the user
can use the left and right key to traverse through a chapter as
can be seen from the figure below.

Figure 1. User Navigation Through the Application

The overall front-end user interface (UI) is left purposely
empty to allow the user to be more focused on the specific
panel of manga and not be distracted.

EXPERIMENTAL DESIGN
The experiment design is split into the following sections.

1. Combined Mixed: A mix of proper and improper sound
effects combined with background music

2. Combined Appropriate: All proper audio cues combined
with background music

3. Only Sound Effects: No background music

4. Only Background Effects: No sound effects

5. No Sound Effects

The selection of manga excerpts is necessary to perform ex-
periments with the above section configurations. We choose
several unique excerpts from Boku No Hero Academia, one of
the highest grossing manga series in Japan, for several reasons.
Popular manga series are known to maintain a high level of
quality in their work. Furthermore, selecting excerpts from
different parts of the same manga series reduces the impact of
immersion due to different stories. If we were, for instance, to
use different manga series in our sections, it would be possible
that a user might feel more immersed based on the art style
rather than additional auditory information. Episodic scenes,
such as action scenes with a single protagonist and antagonist,
were selected as they require minimal context of the story.
Another benefit of action scenes include many sound effects
and dynamic story pacing. Lastly, Boku No Hero Academia
contains an anime adaptation which allows us to collect appro-
priate audio directly from the anime itself.

In each section, manga panels that use different background
music as well as sound effects are provided to the test-users for
feedback. To acquire appropriate background music, we down-
loaded the official sound track (OST) used in the Boku No
Hero Academia anime. While the anime OST’s are publicly
accessible, sound effects are not openly available and often
only available when fans extract the audio from the anime. Ap-
propriate sound effects were obtained from the official anime
if we were able to find the effects online. However, if we
could not find sound effects from the original anime, four re-
searchers synchronized to find the most appropriate sound they
could find from FreeSound [7], a free online sound repository.
We follow a similar process in order to collect in-appropriate
noises for the study; four researchers collaborate and collect
sounds deemed inappropriate through FreeSound [7]. In order
to acquire data on a users’ experience with selected back-
ground music and sound effects, a questionnaire is provided
to gain feedback from participants. We further triangulate
by performing semi-structured interviews with participants in
validate our findings.

Participants
We posted on the University of British Columbia’s (UBC)
Electrical and Computer Student Society Facebook group page
to recruit participants for our study. We made sure to provide
the students with a consent form for questionnaires. A pool
of participants with a well-rounded distribution in experience
with manga, as well as gender, is used as a sample set. In
total, ten female and nine male test-users participated in the
study. The average age of the participants was 23.53 years old
(standard deviation 2.32 years). The youngest participant is
18 years old while the oldest is 27 years old. Most participants
(36.8%) had read over 100 manga volumes in their lives, with
only one participant never having read any manga in their life.
The remaining participants (57.9%) have read between 1-100
manga volumes. Approximately half had never watched or
read Boku No Hero Academia (52.6%).

Figure 2. Reading Experience of Participants

Study Procedure
In order to obtain feedback on each experimental condition,
the participants were requested to navigate through each of
the five different conditions. We requested the participant to
complete the condition with no audio first to provide a baseline
for the participant’s experiment. The remaining four sections
were presented in a randomized order for fair comparison.
Following each section, participants were asked to complete a
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Figure 3. Readers Understanding of Manga

Table 1. Questions asked to each participant after completing each
experimental condition

Questions Scale
What excerpt number are
you currently evaluating? (1 to 5)

I was immersed in the
environment of the manga.

(1 to 10)
1 = not immersed at all
5 = neutral (normal manga)
10 = fully immersed)

I felt like I was just perceiving
pictures.

(1 to 10)
1 = Strongly agree
5 = neutral
10 = strongly disagree

Compared to reading manga
with no additional audio,
how would you rate your
experience?

(1 to 10)
1 = strongly prefer no-audio
5 = neutral
10 = strongly prefer audio

Overall, I prefer reading
manga this way.

(1 to 10)
1 = very negative
5 = neutral
10 = very positive

standard questionnaire with a one-to-ten point scale to rate the
amount of immersion, and a one-to-ten point scale whether
the participant preferred the current section over no audio.

Interviews
Semi-structured interviews with participants occurred after
a participant has performed the study procedure. Usage of
interviews enhanced our ability to triangulate and improve
validity of the data collected from the questionnaire. The
goal of the interview was to gather additional information
including: what excerpt was the participant’s favorite, which
excerpt was most hated, and whether the participant was able
to successfully detect the excerpt that had inappropriate sound
effects. We further discussed with participants to understand
their reasoning behind their selected choices.

RESULTS
Based on the results, it is found that 10 (52.6%) out of 19
participants liked the experiment section that contained both
background music and sound effects the most, and 7(36.8%)
out of 19 participants liked the experiment section that con-
tains only background music. On the opposite end of the
spectrum 2 (10.5%) out of the 19 participants liked having no
audio at all. It was apparent that a majority of participants dis-
liked the combined mixed experiment. 14(73.7%) disliked the
combined mixed experiment the most, 1 (5.3%) disliked the
combined appropriate experiment the most, 2 (10.5%) disliked
only sound effects the most, and 2 (10.5%) could not decide.

Furthermore, 16 (84.2%) participants were able to identify
the combined mixed experiment. The differences in values
between a participants preference of a section in comparison
to no audio is shown in section 5. Similarly, the differences
of values between a participants immersion of a section in
comparison to no audio is shown in Figure 5.

Figure 4. Preference over no audio

Figure 5. Immersion into Environment

Data coding techniques were used to abstract raw data from in-
terviews into higher level concepts and categories. We answer
each research question in more detail, based on the results
of the questionnaire and interviews, within the following sec-
tions.

RQ1: Does Audio Improve the Reading Experience
As shown in section 5, participants have an overall prefer-
ence to sections which contained audio over the experimental
section with no audio. We believe this observation hints that
audio can potentially improve the reading experience, as the
user, in most cases, would rather have the audio while reading
manga.

Improved reading experience can be inferred from the en-
hanced immersion of the reading material. With respect to
Figure 5, combined appropriate and only background music
experimental sections generally provided a positive reader
experience. It can also be shown that not all cases in our ex-
periment provided a better reading experience. In particular,
the sections with mixed and only sound effect experimental
sections were generally shown to decrease the reading experi-
ence with respect to the baseline (i.e., no audio). A contrast
in immersion with sound effects indicates that the addition
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of audio improves the reading experience only under certain
conditions.

When coding the interviews, it became apparent of the con-
ditions necessary to improve the manga reading experience.
We derived 3 main categories which positively contributed to
the manga reading experience: connected audio, atmosphere,
and quality. Many participants described that the audio must
“connect” with the manga. In other words, it is necessary to
select auditory icons which the participant can truly relate
back to the objects observed in the manga. Selecting the ap-
propriate audio sounds, in the words of a participant, had “the
most emotional investment that went beyond reading a simple
manga or cartoon”.

It was also described by seven participants that the audio
should set the appropriate atmosphere for the manga scene. For
instance, one participant described to be confused when the
use of bird background music within a gym setting–ultimately
reducing their reading experience. Lastly, audio must main-
tain a certain threshold of sound quality necessary for the
participant to have an enhanced manga reading experience. Al-
though one participant admits the sounds correlate to objects
in the manga, they described the “[sound quality] wasn’t up
to standard with expectations”. Therefore, it is also important
to ensure the quality of selected audio is consistent with the
participant’s expectations.

Summary: Audio can improve the manga reading experience
under certain circumstances. Audio must adequately connect
the user to objects represented in the scene and fit in the
atmosphere of the scene. Even if the audio fits the scene, sound
quality must be on par with the participant’s expectations to
improve the reading experience.

RQ2: Sound Effects or Background Music
When comparing experiment sections of only background
music or sound effects With respect to section 5, it is clear that
a user generally would prefer containing either sound effects or
background music over no audio. However, when analyzing
the same effects on Figure 5, it is quite clear background
music has a much higher impact on the reading experience in
comparison to sound effects. We suspected this may due to
background music providing more emotional context to the
manga than sound effects.

While coding data from the interviews, we identified another
reason why the immersion of background music was much
higher than sound effects. One category includes reading pace.
Many readers were found to be restricted by the reading pace
due to sound effects. While background music can be spread
across multiple panels, sound effects can only be associated
with one panel. Fast readers were caught off guard by the
sound effects being played at a fast pace, and hence preferred
the experiment with only background music.

Summary: Both background music or sound effects are gen-
erally preferred over having no audio. Background music is
perceived to be more immersive, as it does not dictate the
speed of reading the manga in contrast to sound effects.

RQ3: Implications of Inappropriate Audio
While a combination of appropriate sound effects and back-
ground music was shown to improve the immersion of the
environment (see Figure 5), adding random sound effects dis-
played significantly lower results. Nine participants rated the
immersive experience to be lower than the case with no audio;
the remaining ten participants rated, on average, two points
higher than the case with no audio. We speculate that half the
participants rank the mixed case slightly higher than no audio
because, while the mixed case contains in-appropriate audio,
the mixed case partially contains appropriate sounds which
still immerse the reader.

To answer RQ1, three conditions were described to be nec-
essary to improve the manga reading experience: connected
music, atmosphere, and quality. The addition of inappropri-
ate audio caused various negative effects which reduced the
manga reading experience. We identified three categories of
implications due to inappropriate audio: Confusion, Awkward-
ness, Frustration. nine participants found inappropriate audio
to be confusing. The participants described to be “out of focus”
when inappropriate audio was played. Pulling focus wasted
many of the participants time by making the participants “con-
fused about what is going on in the [manga]”. Pulling focus
away from the manga’s story line was shown to be the biggest
cause of downgraded manga reading experience. Two partic-
ipants described some audio to be “too cliche”, stating the
scenes became awkward; the atmosphere of the manga is hin-
dered by the awkwardness audio can produce. one participant
was annoyed by the inappropriate sounds, and their disability
to not modify the sound provided them with anger. The result
of inappropriate sounds led to one participant wanting to “hack
the site while [reading the combined mixed experiment]”.

Summary: When audio does not represent follow conditions
from RQ1, users feel confused, awkward, and/or frustrated.
Confusion was the biggest cause for degrading the reading
experience.

DISCUSSION AND FUTURE WORK
The original plan for the project involved developing a com-
puter vision model capable of locating, translating, and recog-
nize sound effects in each comic panel. However, due to the
highly stylized fonts used to write sound effects, combined
with the presence of drawings/shading in the background of
the text, no existing computer vision library was capable of
effectively capturing sound effects. Tesseract-OCR (Optical
character recognition) library was used initially, which failed
to pick up any words at all from the manga panels. Next,
Google Cloud OCR was used, which picked up most of the
text in speech bubbles, but was unable to pick up sound effects.

Current OCR libraries function well when there is a clean,
white background behind the text, and the text is written in
a font that was seen during the training phase of the model.
These assumptions are not met in comic books, since the
background of sound effects in panels often contain parts
of other drawings, and the font used is manually drawn by
an artist. Therefore, it is currently impossible to automate
the process of selecting appropriate sound effects for each
panel. This will only become possible once an OCR library is
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released which has been trained on sound effect-like fonts, as
well as on unclean backgrounds. Developing such a library is
beyond the scope of this project.

Further work should also be guided towards identification of
appropriate and inappropriate audio. As our study finds, sound
quality must be on par with the participants expectations to
improve the manga reading experience. We leave determining
the sound quality, and minimum level of quality required to
improve the reader experience for a particular user as future
work. Furthermore, unlike anime, which is timed to play audio
at exact moments, it is less straight forward when designing a
system to play audio under a user’s control. Future work can
also explore methodologies to handle playing audio such that
a user is not startled by additional sounds.

It is interesting to note that no participants in our study selected
the only sound effects experimental section as their favorite.
In order to continue the investigation, more studies should be
done specifically on the sound effects’ impact on the reading
experience, since no participants voted in favor of reading
with only sound effects. However, it is clear that the impact of
background music can boost a reader’s immersion and allow
for a more enjoyable experience. In addition, since the study
was performed only on one manga publication, more work
should be done in regards to various different genres to obtain a
better insight into whether all types of manga can be impacted
the same way.

LIMITATIONS AND THREADS TO VALIDITY
Due to the time constraints of this course, we could not eval-
uate over as many participants as we would have liked. Our
sample pool may not be representative of the entire population.
Sounds collected for the experiment may not be considered ap-
propriate by the entire population. We mitigate the collection
of sounds as best as we can by collaborating together to decide
on what sound would be the most suitable. All experimental
results are based on a single manga series; it is possible that
the manga reading experience may be impacted differently
depending on the manga. Participants could have potentially
put in random results when filling out their questionnaire. We
mitigate this issue as best we can by adding redundant ques-
tion checks in the form. Furthermore, we triangulate our data
with responses from semi-structured interviews.

CONCLUSION
We have studied the overall effects of audio, such as back-
ground music and sound effects, on the manga reading ex-
perience. It can be concluded that audio has the potential to
produce a positive effect in the reading experience of manga,
so long as the audio meets certain criteria. Audio must be
chosen carefully to ensure the it resonates with users, fits the
atmosphere of the story, and maintains quality expected by
the user. Our study finds that having only sound effects or
background music is preferred over no audio. However, back-
ground music has a higher impact to the reader experience
because it does not dictate the user’s reading speed. Lastly,
selecting inappropriate audio can heavily impact the reading
experience by causing the reader to be confused, awkward,

or frustrated. Side effects of the impact on reader experience
mainly cause time waste.
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